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Neutrinos are among the least understood particles in the standard model of

particle physics. At neutrino energies in the 1 GeV range, neutrino properties are

typically determined by observing the outgoing charged lepton produced in a charged

current quasi-elastic interactions. The largest charged current background to these

measurements comes from charged current pion production interactions, for which there

is very little available data.

This document presents a measurement of neutrino induced, charged current,

charged pion production at neutrino energies directly relevant to many of the next

generation of oscillation experiments. The interaction cross section has been measured

as a function of several kinematic quantities, such as the kinetic energies and directions

of the muons and pions produced in these processes, as well as the incident neutrino

energy. The cross section measured on a CH2.06 target has been found to steadily

increase from (0.62 ± 0.08) × 10−38 cm2 at a neutrino energy of 0.5 GeV, to a value of

(10.7 ± 2.1) × 10−38 cm2 at the highest measured neutrino energy of 2 GeV.
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tor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
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(ν) and anti-neutrino (ν̄) horn configurations have been separated for

clarity. Only the neutrino configuration is used for the present analysis. 16
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from which the charge and time is deduced. . . . . . . . . . . . . . . . 25
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pared with the engineering draw (bottom). The critical feature is the

shape of the inner (low R) conductor, which is well modeled. . . . . . . 30
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are given. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
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trino parent. Note that this plot has been made after beam Monte Carlo
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types are shown separately. . . . . . . . . . . . . . . . . . . . . . . . . . 43
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(red points) and the Sanford Wang function (blue line) as a function of
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moves further from the data (figure taken from Ref. [53]). . . . . . . . . 44
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hadronic” pions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
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30 MeV shift in both peaks when the generated pions are replaced by
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5.11 A comparison of the muon and straight pion hypothesis fit likelihoods is

shown. The plotted variable is the logarithm of the muon/pion hypothesis

fit likelihood ratio. Muons (red) and pions (black) without hadronic inter-
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pions, which are more indicative of a typical CCπ+ pion energy, there

is no muon/pion separation. At 600 MeV, the fits to pions are shifted

slightly higher than the fits to muons. . . . . . . . . . . . . . . . . . . . 74

5.12 An event display for a typical pion track is shown. The top plots show

the emission point of every optical photon in the event. The bottom plots

give the identity of each particle emerging from a hadronic interaction

or decay. A hadronic interaction occurs (at z = 100 cm) that emits a

sub-Cherenkov proton and causes a sharp “kink” in the pion trajectory. 75

5.13 The composition of a kinked track is shown. The base track provides the

charge prediction for the upstream portion of the track. The anti-track

charge prediction is subtracted from each PMT to remove the down-

stream portion of the base track. A third track that begins at the kink

point provides the charge prediction for the downstream portion of the

track. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.14 The event in Figure 5.12 has been fit with a muon hypothesis (red line),

a straight pion hypothesis (magenta line), and a kinked pion hypothesis

(black line). The straight fitters underestimate the track energy by more
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10% low, which is near the edge of the energy resolution. . . . . . . . . 80
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5.15 The straight muon and kinked pion likelihood ratios are shown for muons

(red) and pions (black) with full hadronic interactions and decays. The

particles were generated from a flat kinetic energy distribution ranging
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trum of CCπ+ events. Unlike the 300 MeV straight fitter comparison in
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5.16 The reconstructed pion energy resolution is shown for both the straight
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5.17 The angle between the reconstructed and true pion directions is shown for

both the straight and kinked pion fitters. The population in the lowest
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large for the kinked fitter. . . . . . . . . . . . . . . . . . . . . . . . . . 84
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zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
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diagonal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
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Section 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.23 The fractional error is plotted versus true Q2 (left) where each true col-
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shown (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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more than 200 hits in the tank region (red), after requiring less than
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Chapter 1

Introduction

Neutrinos are unique among all matter particles in that they participate in only

two of the four fundamental interactions. In addition to gravity, which is very weak

and affects all particles, neutrinos interact only through the weak nuclear force. Since

neutrino interactions are free of interfering electromagnetic and strong contributions,

they are very clean probes of the structure of atomic nuclei. In addition, neutrinos are

uniquely able to probe both the vector and axial-vector character of interactions with

target nuclei due to the parity violating nature of the weak force.

Weak interactions can proceed via charged current (CC) or neutral current (NC)

channels. In charged current interactions, a W± boson is emitted as the neutrino

converts into its charged lepton partner. Neutral current interactions are facilitated by

the exchange of a Z0 boson that leaves the neutrino flavor unchanged. The specific type

of charged or neutral current interaction is classified by the composition of the hadronic

final state.

This introductory chapter describes the properties of charged current neutrino

scattering on baryon targets. The theory of these interactions is introduced, in addi-

tion to complications that arise when these processes take place in a nuclear medium.

The main topic of this document is discussed, a measurement of charged current π+

production, as well as the experiment in which the measurement is made: MiniBooNE.



2

1.1 Charged Current Interactions

At neutrino energies below a few GeV, the most common neutrino interactions

are those that minimally affect the interaction target. For charged current interactions

with baryon targets, the baryon must, at a minimum, undergo a change in its electric

charge to accommodate the exchange of the charged W boson; these are called charged

current quasi-elastic interactions. If, instead of simply altering the charge of the target

baryon, the W± transfers enough momentum to promote the target into a low-mass

resonance state, the decay of the resonance will typically produce a nucleon and a pion.

Such processes are referred to as charged current pion production.

1.1.1 Charged Current Quasi-Elastic Interactions

The simplest type of charged current interaction occurs when the neutrino inter-

acts with a nucleon and produces the requisite charged lepton along with a single nucleon

in the final state. These are referred to as charged current quasi-elastic (CCQE) inter-

actions. Since a W+ is exchanged, the hadronic current must convert from a neutron

to a proton as shown in Fig. 1.1.

CCQE interactions are the dominant reaction channel for neutrino energies below

∼1.5 GeV. Due to its clean experimental signature, and because the neutrino type is

provided by the flavor of the outgoing lepton, the CCQE channel is the preferred signal

mode in neutrino oscillation searches.

1.1.2 Charged Current Pion Production

When a neutrino interacts with a target nucleon, the hadronic current can be

excited into a resonance state. At low neutrino energies, these resonance states are

composed of isospin 1/2 (N∗) and 3/2 (∆) states, which generally decay into a nucleon

and a pion as shown in Fig. 1.2 [1]. In charged current interactions, the most common
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Figure 1.1: A Feynman diagram is shown for CCQE interactions. There is a lepton
and a nucleon in both the initial and final states, which accounts for the (quasi) elastic
character of the interaction.

of these processes produces a π+ particle and the original target nucleon type. This

channel, νµN → µ−π+N , is referred to as charged current π+ production (CCπ+).

W∓

∆/N∗

N

νl

N ′

π

l±

(a) Charged current resonant interaction

Z0

∆/N∗

N

νl

N ′

π

νl

(b) Neutral current resonant interaction

Figure 1.2: Charged current and Neutral current Feynman diagrams are shown for the
resonant νN interactions considered by the Rein-Sehgal model.
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1.1.2.1 Rein-Sehgal Model of ν-induced Pion Production

The Rein-Sehgal (RS) model describes all neutrino- and anti-neutrino-induced

pion production processes using one uniform framework [2]. All non-strange resonances

below 2 GeV are combined, including all interference terms, to produce the amplitudes

of the 14 neutrino induced pion production channels. In addition, a small amount of

isospin 1/2 non-resonant background is added incoherently to improve the agreement

with data.

Using the weak interaction Feynman rules and leaving the hadronic current in a

general form for now, the invariant amplitude is written in the following way,

TCC(νN → lN∗) =
g2 cos θC

8
[
ūlγ

µ
(
1 − γ5

)
uν
]
(

gµν − qµqν

M2
W

q2 − M2
W

)

〈N∗ |Jµ|N〉 (1.1)

TNC(νN → νN∗) =
g2 cos θC

8 cos2 θW

[
ūlγ

µ
(
1 − γ5

)
uν
]
(

gµν − qµqν

M2
Z

q2 − M2
Z

)

〈N∗ |Jµ|N〉 (1.2)

where θW is the weak mixing angle, and θC is the Cabibbo angle. The W and Z 4-

momenta are given by q = (Eq,q), with on-shell masses of MZ and MW , respectively.

Since the model is concerned with
∣∣q2
∣∣ < 2 GeV, all terms proportional to

∣∣q2
∣∣ /MW,Z

can be neglected. By making the identifications

GF√
2

=
g2

8M2
W

, G = GF cos θC ≈ GF ,
M2

W

M2
Z cos2 θW

≈ 1,

the expressions in Equations 1.1 and 1.2 can be combined in a single form,

T (νN → lN∗) =
G√
2

[ūlγ
µ (1 − γ5) uν ] 〈N∗ |Jµ|N〉 . (1.3)

The leptonic current matrix element gives the polarization of the exchanged W

or Z boson in the interaction, and can be expressed in terms of its right-handed, left-
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handed, and scalar components, which are defined by the following unit vectors.

eµ
L =

1√
2

(0, 1,−i, 0) (1.4)

eµ
R =

1√
2

(0,−1,−i, 0) (1.5)

eµ
0 = (1, 0, 0, 0) (1.6)

The leptonic matrix element is most easily evaluated in the lepton Breit frame (LBF)

where the neutrino momentum is pointed along the z-axis, and is equal and opposite to

the outgoing lepton momentum. Neglecting lepton masses,

ūlγ
µ (1 − γ5) uν |LBF = −2

√
−2q2eµ

L. (1.7)

The hadronic current matrix element, however, is most conveniently expressed

in the resonance rest frame (RRF) with the incoming nucleon traveling along the -z-

axis. This can be accomplished by two Lorentz transformations. The first connects the

lepton Breit frame with the nucleon Breit frame (NBF) in which the incoming nucleon

and outgoing resonance momenta are equal and opposite. This transformation yields

ūlγ
µ (1 − γ5) uν |NBF = −

√
−2q2

[
(1 − cosh ξ) eµ

L + (1 − cosh ξ) eµ
R + 2 sinh ξeµ

0

]
,

(1.8)

where cosh ξ = (Elab
ν + Elab

l )/
∣∣qlab
∣∣. To reach the RRF, an additional boost is needed

along the z-axis to bring the resonance momentum to zero. Both eµ
L and eµ

R are un-

affected by this transformation, while the scalar component can be transformed by

replacing eµ
0 with eµ

s , which is defined as

eµ
s =

1√
−q2

(∣∣qRRF
∣∣ , 0, 0, ERRF

q

)
. (1.9)

To simply the notation, define

u =
Elab

ν + Elab
l +

∣∣qlab
∣∣

2Eν
, v =

Elab
ν + Elab

l −
∣∣qlab
∣∣

2Eν
, Q2 = −q2. (1.10)
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The final expression for the leptonic matrix element in the RRS is then

ūlγ
µ (1 − γ5)uν |RRF = −2Elab

ν

√
−2q2

|qlab|2
[
ueµ

L − veµ
R +

√
2uveµ

s

]
. (1.11)

The energy dimension of the hadronic current, Jµ, is removed by factoring out

the resonance mass,

Fµ = Jµ/2M. (1.12)

The components of the remaining portion of the current are extracted in the same basis

as the leptonic current using the same polarization unit vectors.

F+ = eµ
RFµ =

−1√
2

(Fx + iFy) (1.13)

F− = eµ
LFµ =

1√
2

(Fx − iFy) (1.14)

F0 =

√
Q2

|qRRF |2
eµ
s Fµ = Ft +

Eq

|qRRF |
Fz (1.15)

Combining the appropriate terms of the hadronic and leptonic currents according

to helicities gives

T (νN → lN∗) = −4GME

[√
Q2

|q|2
〈N∗ |uF− − vF+|N〉 +

mN

M

√
2uv 〈N∗ |F0|N〉

]

(1.16)

The invariant amplitude can be combined with the usual phase space and flux factors

to produce a cross section,

∂σ

∂Q2∂Eq
=

1
64πmNE2

ν

∑

spins

|T (νN → lN∗)|2 1
2π

· Γ
(W − M)2 + Γ2/4

. (1.17)

The last factor in Equation 1.17 is the Breit-Wigner function for a resonance of mass

M , width Γ, and observed mass W .

To properly determine each cross section, all resonances that contribute to the

interaction process must be included in the calculation. The relevant resonances for each

process are determined by isospin conservation. CCπ+ events occur with two different

final states, (µ−, π+,neutron) and (µ−, π+,proton), depending on the target nucleon
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with which the neutrino interacts. The Clebsch-Gordan coefficients for each final state,

|I, I3〉, give

∣∣π+p
〉

= |1, 1〉 ⊗
∣∣∣∣
1
2
,
1
2

〉
=

∣∣∣∣
3
2
,
3
2

〉
(1.18)

∣∣π+n
〉

= |1, 1〉 ⊗
∣∣∣∣
1
2
,−1

2

〉
=
√

1
3

∣∣∣∣
3
2
,
1
2

〉
+
√

2
3

∣∣∣∣
1
2
,
1
2

〉
(1.19)

Isospin 3/2 states are referred to as ∆ resonances, whereas isospin 1/2 states, having

the same isospin as protons and neutrons, are simply referred to as N resonances.

The final ingredient needed to determine the cross sections are the helicity am-

plitudes from Equation 1.16,

f± =〈N, jz ± 1 |F±|N∗, jz〉 (1.20)

f0 = 〈N, jz |F0|N∗, jz〉 (1.21)

These are provided by the Feynman-Kislinger-Ravndal (FKR) relativistic quark model

of hadronic states [3]. The FKR model represents hadrons as relativistic harmonic

oscillators of their component quarks. For baryons, the Hamiltonian is given by

H = 3
(
p2

a + p2
b + p2

c

)
+
Ω2

36
(
(ua − ub)2 + (ub − uc)2 + (uc − ua)2

)
+ C, (1.22)

where pa and ua are the 4-momentum and 4-position of quark a. Using only 3 adjustable

constants (the spacing of energy levels per unit angular momentum, Ω, the pseudoscalar-

meson coupling to hadrons, and a scaling factor as a function of energy) and the particle

masses, 75 different transition amplitudes have been calculated.

The FKR model has been extended by Ravndal to calculate production cross

sections for all nuclear resonances below 1.75 GeV [4]. This formulation makes use of

separate vector and axial vector form factors, each with its own free mass parameter,

mV and mA, respectively.

GV (Q2) =
(

1 +
Q2

4m2
N

)1/2−n ( 1
1 + Q2/m2

V

)2

(1.23)

GA(Q2) =
(

1 +
Q2

4m2
N

)1/2−n ( 1
1 + Q2/m2

A

)2

(1.24)
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where n is the number of oscillator quanta present in the final resonance. The vector

mass, mV , is well measured in electron scattering experiments to be 0.84 GeV, under

the conserved vector current hypothesis [5]. The only remaining uncertain quantity in

the determination of the CCπ+ cross section is the axial mass, mA, which can only be

measured in neutrino interactions.

1.1.2.2 Corrections to the Rein-Sehgal Model

The RS model, in its original form, is insufficient to fully describe the kinematics

of CCπ+ interactions. There exist experimental data that significantly disagree with the

model, especially at low Q2 [6]. The data show a significant deficit of events with forward

going muons relative to the prediction. Several modifications have been proposed in an

attempt to explain this discrepancy [7].

In the calculation presented in the previous section, the muon mass has been

neglected. Several methods for reinstating the muon mass have been proposed [8, 9, 10,

11]. The size of the correction varies depending on the method, but each method has

the effect of reducing the low Q2 prediction [7].

Alternatives to the vector and axial vector form factors used in the RS model

have also been suggested. As a common example, several of these new models employ

the Rarita-Schwinger formalism, in which a spin-3/2 field is introduced to describe the

∆++ resonance [12, 13, 14]. Instead of incorporating the results of the FKR model,

the vector and axial vector components of the ∆ transition amplitude are written more

generally in terms of several form factors, CV,A
i ,
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〈
∆++(p′)

∣∣JV
µ

∣∣N(p)
〉

=
√

3Ψλ(p′)
[
gλ
µTνq

ν − qλTµ + gλ
µCV

6

]
γ5u(p)

× 1
(2π)3

√
MmN

EpEp′
(1.25)

〈
∆++(p′)

∣∣JA
µ

∣∣N(p)
〉

=
√

3Ψλ(p′)
[
gλ
µBνq

ν − qλBµ + gλ
µCA

5 +
qλqµ

M2
CA

6

]
γ5u(p)

× 1
(2π)3

√
MmN

EpEp′
(1.26)

where ΨA is the Rarita-Schwinger field, and

Tµ =
CV

3

mN
γµ +

CV
4

m2
N

p′µ +
CV

5

m2
N

pµ, (1.27)

Bµ =
CA

3

mN
γµ +

CA
4

m2
N

p′µ. (1.28)

1.1.2.3 Coherent CCπ+ Interactions

In addition to the resonant interactions just described, neutrinos can interact

with the entire target nucleus coherently. These coherent processes can occur in both

neutral current interactions, ν + A → ν + π0 + A, and charged current interactions,

ν + A → l−π+A. In either case, the target nucleus is unchanged.

Despite the relative simplicity of the final states they produce, coherent inter-

actions are not well understood when compared to the analogous resonant processes.

Several models exist that describe coherent pion production [15, 16, 17], but the abso-

lute cross sections predicted by these models can vary by an order of magnitude. In

addition, both the K2K and SciBooNE experiments have measured an absence of co-

herent CCπ+ events, well below predicted levels [18, 19], while similar deficits are not

observed in neutral current coherent π0 production [20].

1.2 Nuclear Effects

Neutrino scattering experiments are often conducted in nuclear media. The prop-

erties of the free nucleon interactions considered by the RS model are modified by sev-
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eral multi-nucleon effects, such as nuclear binding, particle motion, and the screening

of internal nucleons by particles on the surface of the nucleus. In addition, once an in-

teraction takes place, the final state particles must traverse the nuclear medium before

they can be detected, which can alter the meaning of a measured cross section.

Most neutrino interaction simulations model the dynamics of the protons and

neutrons in the nucleus as a relativistic Fermi gas. The nucleons are treated with a

uniform momentum density below the cutoff Fermi momentum, pF . This indeterminate

contribution to the target momentum produces an irreducible reduction in the precision

with which the kinematics of the event can be determined. Further, since all energy

levels in the Fermi gas are filled, only interactions in which the outgoing nucleon has

a momentum higher than pF are allowed. Forbidden interactions below this threshold

are said to be Pauli blocked. Finally, as the target nucleons are in a bound state,

some energy is consumed in liberating the interacting nucleon. Both Pauli blocking and

nuclear binding have the effect of reducing the number of interactions at low Q2.

When neutrino interactions take place in the nucleus, the particles that are pro-

duced can interact with the nuclear medium, thus modifying the observed characteristics

of the interaction. Pions are particularly susceptible to the effects of the nuclear medium,

since they interact via the strong nuclear force. Charged pions can either be absorbed

or converted into neutral pions via nπ+ → pπ0. The nuclear medium can also influence

whether a pion is even created. When a nucleon is excited into a ∆(1232) resonance,

the ∆ travels on the order of 1 fm before it decays, which is a significant fraction of the

size of the nucleus. The ∆ can then interact via ∆N → NN , which reduces the number

of observed pions. The sizes of these effects are discussed in Section 4.2.2.

Finally, the validity of the Rein-Sehgal model predictions for interactions with

bound nucleons is unclear. The FKR predictions for transitions to higher resonances

are not obviously valid for protons and neutrons bound in a nucleus, which can be

significantly off-shell. Additionally, the modification to the masses and widths of the
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resonances due to the nuclear medium are not accounted for in the model.

1.3 The CCπ+ Measurement

In addition to furthering the theoretical understanding of neutrino-nuclear inter-

actions, there exist more pragmatic reasons for measuring the CCπ+ cross section. Two

of the largest next generation neutrino experiments, T2K and NOνA, will search for

neutrino oscillations at peak energies of ∼ 0.7 GeV and ∼ 2 GeV, respectively [21, 22].

The oscillation parameters are measured via CCQE interactions and, at these energies,

the largest charged current neutrino background is from CCπ+ events. In addition, the

T2K and NOνA detectors employ nuclear targets, whereas most previous cross section

measurements were on hydrogen and deuterium targets, and therefore do not probe the

nuclear effects described in section 1.2.

Any measurement of the CCπ+ cross section on a nuclear target will contain

contributions from many weakly constrained physical effects. Several different models

attempt to describe the nucleon form factors of these interactions, and none of them

are particularly well constrained. Off shell effects of the nuclear medium have not been

accounted for, there are large uncertainties in the final state interactions that occur

in the nucleus, and finally, as recently described by one group of theorists, “There is

a general consensus among the theorists that a simple Fermi Gas (FG) model, widely

used in the analysis of neutrino oscillation experiments, fails to provide a satisfactory

description of the measured cross sections, and inclusion of further nuclear effects is

needed.” [23].

There is a clear demand for more data to provide a means by which the current

theoretical picture can be improved. The current levels of theoretical uncertainty suggest

that a model-independent accounting of the observed, post-nucleus cross section would

be the most fruitful result to report, rather than a measurement of the parameters of

a small subset of available models. The results presented in subsequent chapters are
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guided by this philosophy.

1.4 MiniBooNE

MiniBooNE (Mini Booster Neutrino Experiment; E898) is a neutrino oscillation

experiment located at the Fermi National Accelerator Laboratory in Batavia, Illinois.

Neutrinos produced by the Booster neutrino beam travel half a kilometer before reach-

ing the 807 ton MiniBooNE detector. The Cherenkov and scintillation light from the

particles produced in a neutrino interaction is used to reconstruct the kinematics of

each event.

Although originally designed to search for the appearance of νe in a high purity

νµ beam, MiniBooNE is well suited to measure neutrino cross sections. The experiment

has collected the world’s largest sample of accelerator-based νµ events below 2 GeV,

with very little contamination from νe and ν̄ interactions. MiniBooNE has a unique op-

portunity to provide high statistics measurements of weakly constrained neutrino cross

sections on a nuclear target, and at neutrino energies that are directly applicable to the

next generation of accelerator based neutrino oscillation experiments. The remainder

of this document describes a measurement of the largest charged current background to

these oscillation searches: CCπ+interactions.



Chapter 2

The Booster Neutrino Beam

The purpose of the Booster neutrino beam (BNB) is to produce a high purity νµ

beam with very little intrinsic νe contamination as required by the oscillation analysis.

The main source of νµ’s are charged pions, which decay via π+ → µ+νµ 99.9870(4)% of

the time [1]. To maximize the π+ flux, the Booster proton beam is focused onto a very

long, thin beryllium target to ensure a high beam reaction rate, while minimizing the

absorption of the resulting large-angle pions. The target is placed inside of a magnetic

horn that produces a toroidal field to reduce the transverse component of the π+ par-

ticles and create a forward-focused neutrino beam. A cartoon of the entire process is

shown in Figure 2.1.

2.1 Booster Proton Beam

The Booster is the third in a series of five accelerator stages at Fermilab. Protons

emerging from the Linear Accelerator with a kinetic energy of 400 MeV are accelerated

to 8 GeV after ∼ 20, 000 laps around the 472 m accelerator ring. The beam is then

sent along the Main Injector 8 GeV beam line before being diverted toward the MI-12

enclosure (as shown in Fig. 2.2), which houses the MiniBooNE target and horn assembly.

Beam spills to MiniBooNE delivered ∼ 4×1012 protons at 3-5 Hz. Each spill was

composed of 84 buckets arriving at a rate of 53 MHz, which corresponded to a total

spill duration of 1.6 µs. The weekly accumulation of protons on target (POT) over
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Figure 2.1: A cartoon of the neutrino flux production is shown. Protons from the
Booster interact in the target, which is located inside the horn. The secondary particles
created in the interactions are focused by the horn and decay within the decay region.
The resulting neutrinos then travel through half a kilometer of earth before reaching
the MiniBooNE Detector.

the duration of the run is shown in Fig. 2.3. The POT was measured by two toroids

placed 5 and 50 m upstream of the target, and provided a measurement uncertainty

of ∼ 1% [24]. The results in this thesis are based on the entire MiniBooNE neutrino

dataset of 6.461×1020 POT.

The 8 GeV Booster proton beam was directed toward the center of the Mini-

BooNE target. Just upstream of the target, the root mean square (RMS) beam size

was 1.51 mm horizontally and 0.75 mm vertically. The beam was focused such that the

horizontal and vertical angular distributions (RMS values of 0.66 mrad and 0.40 mrad,

respectively) were highly anti-correlated with the corresponding position distributions,

which produced a beam waist at the center of the target.

2.2 Target and Horn

The target was composed of 7 cylindrical beryllium slugs, each 4 inches long and

3/8 inches in diameter. The target was attached to a cylindrical beryllium sleeve by 21

thin beryllium fins spaced at regular intervals around the target. The beam deposited

a significant amount of heat, which was removed using a stream of forced air.
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Figure 2.2: The layout of the Booster Neutrino Beam [25] is shown. The extraction
point from the Main Injector 8 GeV transfer line is shown in the bottom right. The
beam then passes to the MI-12 service building, which houses the target and horn. The
secondary beam created in MI-12 passes through the 50 m decay pipe before reaching
the steel beam stop.
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Figure 2.3: The weekly and integrated protons on target delivered to MiniBooNE are
given from November 2002 through August 2008. The periods of neutrino (ν) and anti-
neutrino (ν̄) horn configurations have been separated for clarity. Only the neutrino
configuration is used for the present analysis.

The target was positioned in the center of the two coaxial aluminum cylinders

that constituted the horn. The horn was 185.4 cm in length with a diameter of 60 cm.

The inner conductor radius varied between 2.2 cm and 6.54 cm. An electric current

was run along the outer conductor toward the interface with the inner conductor at the

downstream end of the horn. The current then traveled back up the inner conductor,

producing an azimuthal magnetic field between the conductors and a negligible field

elsewhere. The azimuthal symmetry of the horn produced an easily understood magnetic

field given by Ampere’s Law,

B =
µ0I

2πr
, (2.1)

where I is the current and r is the distance from the horn axis. The current was

sinusoidally ramped to a peak current of 174 kA and lowered back to zero over a period

of 143 µs. The peak of the current pulse was timed to correspond with the arrival of

each beam spill.

Several nozzles were inset along the outer conductor to spray cooling water into

the horn. The nozzles were designed to direct most of the water toward the outer surface

of the inner conductor. A schematic drawing of the horn and water cooling system is
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shown in figure 2.4.

Figure 2.4: An elevation view of the horn and water cooling system [26]. The outer
conductor is transparent to show the inner horn structure.

The target and horn were placed inside a small cavity, which was separated from

the accessible portion of the target hall by nearly 2000 tons of concrete. Just downstream

of the horn was a steel collimator that shaped the secondary beam before it entered

the meson decay region. The collimator began 259 cm downstream of the target and

extended for 214 cm; the upstream radius was 30 cm and expanded linearly to 35.5 cm.

2.3 Meson Decay Region

Mesons that passed through the collimator entered the 50 m decay pipe. The pipe

was 6 ft in diameter and surrounded by dolomite pebbles. The remaining neutrinos not

created upstream of the collimator were produced by decays of mesons and muons inside

the air volume contained in the pipe.

The content of the neutrino beam produced by BNB could be discretely varied

by changing the direction of the horn current. In “ν−mode” running, the current (in

the positive sense) traveled from the outer conductor to the inner conductor, which

produced a counter-clockwise pointing magnetic field along the direction of the beam.



18

This caused positively charged particles with momentum components transverse to the

beam direction to deflect forward toward the detector, while negatively charged particles

were bent radially outward and removed from the secondary beam. By reversing the

current direction, the horn could also be run in “ν̄−mode”, which focused negatively

charged particles to produce a ν̄ beam via π− → µ−ν̄µ decay.

At the end of the pipe was a beam stop composed of 10 ft of steel and 3 ft of

concrete. The beam stop terminated the portion of the decay pipe in which particles

could decay in flight, however a significant number of neutrinos were produced from

particle decays at rest. All decay-at-rest neutrino energies are too low to contribute to

CCπ+ production. In the center of the pipe, about 25 m downstream of the target,

a duplicate beam stop was suspended above the decay region and could be lowered to

shorten the effective length of the pipe. The 25 m absorber was not implemented for

the data used in this analysis.

2.4 Neutrino Flux

The properties of the neutrino flux produced by the Booster Neutrino Beam

(BNB) must be known in order to extract useful information from the data. The center

of the MiniBooNE detector is located 541 meters downstream of the center of the target

and only 1.896 meters above the center of the neutrino beam. Neutrinos that intersect

the detector, therefore, are almost uniformly traveling in the same direction. This

means that the flux can be characterized almost completely by the neutrino energy

distributions for each neutrino type.

The neutrino energy spectrum is not measured at the point of production. As

such, MiniBooNE relies on a detailed simulation of the aforementioned components

of the BNB to predict the properties of the flux. The results of this simulation are

described in Section 4.1.



Chapter 3

The MiniBooNE Detector

The MiniBooNE detector is a 610.6 cm radius, spherical tank filled with 818 tons

of mineral oil. Inside the tank is an additional 574.6 cm radius concentric sphere that

divides the volume into an inner “main” region and an outer “veto” region. The design of

the detector was driven by the νµ → νe oscillation search, which required that νµ and νe

events be distinguishable with sufficiently well determined energies. In a charged current

interaction, the species and energy of a neutrino are derived from the kinematics of the

outgoing charged lepton (described in Section 5.3.2.1). As charged particles propagate

through the oil, a large amount of Cherenkov radiation is produced along with some

additional scintillation light. An array of 1280 photomultiplier tubes is mounted on the

inside surface of the inner volume region to detect the generated light. The properties

of each charged particle can then be deduced from the distribution of light in the event,

and, in particular, from the rings produced by the cone shaped emission of Cherenkov

light. The inner surface of the main tank volume is painted black to reduce reflections

that can degrade the performance of event reconstruction algorithms.

The outer veto region of the tank is a spherical shell with a 35 cm thickness

that surrounds the inner fiducial volume. The purpose of the veto is to detect particles

entering or exiting the tank. The neutrino interactions of interest occur inside the main

tank volume, and do not produce particles that exit the tank. Conversely, background

events from cosmic rays and neutrino interactions just outside the tank can be rejected
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Figure 3.1: A schematic of the MiniBooNE detector. Half of the front face has been
removed to reveal the internal structure. The tank photomultiplier tubes are shown
along the inside surface of the main fiducial region. The white outer shell houses the
veto tubes [27].

based on the presence of light in the outer veto region. The veto is instrumented with

240 photomultiplier tubes, and the walls are painted white to maximize the chances of

photon detection.

The tank is located in a 1.5 foot thick, concrete cylindrical vault. The vault

is 43 feet high with a 45 foot diameter, the bulk of which lies below ground level.

Directly above the vault is the MiniBooNE surface building, which houses most of the

detector electronics. The surface building is covered with an earth overburden rising

to a maximum of 24 feet above the ground that provides a minimum of 3 m earth
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equivalent that reduces the rate of cosmic rays entering the detector.

Figure 3.2: An illustration of the vault and surface building that house the MiniBooNE
detector. The earth overburden is shown covering the enclosure [27].

3.1 Mineral Oil

The oil used in MiniBooNE was Exxon/Mobile Marcol 7 Light Mineral Oil. It

was chosen among 10 oils tested based on its superior optical properties. Since the

faces of the photo-tubes are ∼550 cm from the center of the tank, photons often must

travel a substantial distance before they are detected. An extinction length > 20 m for

420 nm light was required to ensure that no more than 25% of the light would be lost in

a neutrino interaction at the center of the tank [28]. Other desirable properties of the

oil, such as a high refraction index, low dispersion, and low levels of scintillation light,

also contributed to the selection process.

Despite providing fewer nuclear targets due to its somewhat lower density of

0.845(1) g/cm3, mineral oil provides several advantages over water. Light travels slower

in mineral oil, which results in more Cherenkov light and improved particle recon-
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struction. In addition, a lower energy Cherenkov threshold extends the reach of the

MiniBooNE detector to lower neutrino energies. One of the most important event iden-

tification tools in MiniBooNE is the presence of delayed light from stopped particle

decays (see Section 6.3), and mineral oil has a muon capture rate of only 8% compared

to 20% in water [28]. Further details on the optical properties of the oil can be found

in the detector simulation discussion in Section 4.4.

3.2 Photomultiplier Tubes

The MiniBooNE detector was instrumented with 1,520 eight inch diameter pho-

tomultiplier tubes (PMTs). Of these, 1,198 were Hamamatsu R1480 PMTs reused from

the LSND experiment, and 322 Hamamatsu R5912 tubes ordered specifically for Mini-

BooNE. Because of their superior detection capabilities, the “new” (R5912) PMTs were

all deployed inside the main tank to be used in event reconstruction. From the 1,198

“old” (R1480) PMTs, the 240 with the lowest measured dark rates were selected for the

veto region to minimize the number of false vetoes. The remaining 958 old tubes were

randomly distributed in the main tank volume. Figure 3.3 shows a map of old and new

photo-tube placement throughout the tank.

The PMTs were distributed over the inside surface of the tank as uniformly as

practical. For logistical purposes, the PMTs were separated into evenly-spaced horizon-

tal rows. The reduction in the circumference of each latitudinal slice from equator to

pole makes a full staggering of adjacent PMT rows impossible, however each row was

clocked by half a PMT spacing relative to the PMT start point of the previous row. The

final tube positions were surveyed by the Fermilab Alignment Group. The veto PMTs

were mounted back-to-back, facing perpendicular to the center of the tank to view as

much of the veto shell as possible. A schematic of the main and veto tube mounting is

shown in Figure 3.4.
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Figure 3.3: The distribution of “old” Hamamatsu R1480 (clear) and “new” Hamamatsu
R5912 (solid) photomultiplier tubes over the inside surface of the tank is shown.

Figure 3.4: The PMT configurations for both the main tank and veto region are shown.
The tank PMTs face the center of the fiducial volume, while the veto PMTs are arranged
to view the directions perpendicular to the tank wall.
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3.3 Electronics

The measurable quantities recorded by the PMTs are the number of photo-

electrons that hit the tube, given by the measured charge, and the time of the hit.

The determination of these values is illustrated in Figure 3.5. Charge and time infor-

mation is recorded at intervals determined by the 10 MHz clock. When a tube is hit, the

resulting pulse, Vpmt, is integrated and convolved with a slowly decaying exponential

with a time constant of ∼1.2 µs. This integrated charge signal, Vq, is sampled at four

consecutive clock times, beginning with the time immediately preceding the hit. Using

the empirically measured shapes of the integrated charge bleed-off curves, the charged

deposited by the hit can be extracted. If the initial pulse, Vpmt, crosses a threshold of

roughly 0.25 photo-electrons, the asynchronous discriminator is fired, which triggers a

voltage ramp, Vt, at the time of the crossing. The ramp voltage is sampled at the same

4 clock ticks during which Vq is recorded to determine the initial hit time.

3.4 Calibration Systems

Cosmic muons, which enter the tank at a rate of 10 kHz, are used to understand

the detector energy reconstruction. A muon hodoscope composed of four planes of

Bicron BC-408 plastic scintillator is positioned directly above the detector to measure

the transverse position of entering muon tracks at two vertical locations separated by

one meter. Inside the detector are six 5 cm scintillator cubes deployed at various depths

ranging from 30 to 400 cm (the deepest cube is 7.6 cm on a side). Muons that are

detected by the tracker and stop in a cube have a well defined initial energy given by

the muon range in mineral oil. With these data, a variety of detector properties can be

studied such as the time offsets, gains, and time slewing of the PMTs, as well as the

light attenuation properties of the oil. The direction and energy also allow for tests of

higher level reconstructed quantities. Figure 3.6 shows a comparison between the muon
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Figure 3.5: A cartoon of the PMT electronic is shown. A PMT hit triggers the asyn-
chronous discriminator, which triggers a voltage ramp, Vt. The integrated charge, Vq,
and Vt are recorded at the 4 times labeled (t-1) through (t+2) from which the charge
and time is deduced.

range energy and the measured tank energy.

To produce controlled bursts of light of known intensity and wavelength, four

calibration laser sources are deployed throughout the tank. Each source is a 10 cm

glass bulb filled with LUDOX to disperse the light isotropically. Under normal running

conditions, a laser flask at the center of the tank produces 100 ps pulses of 397 nm light

at a rate of 3.33 Hz. The laser data are used to calibrate the PMT gains, as well as

tube-to-tube time measurement discrepancies.
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Figure 3.6: The energy determined by the muon range in the tracker/cube system
is compared with the visible energy in the tank. The data show the expected linear
correlation and agree well with the Monte Carlo simulation.

3.5 Data Acquisition

The data collection triggers are based on PMT hit multiplicity information, as

well as external signals from the accelerator and calibration systems. The primitive

PMT signals formed by the trigger logic indicate tank activity exceeding 10, 24, 60,

100, and 200 hits, as well as the presence of at least 4 or 6 veto PMT hits. The presence

of beam is determined from the accelerator clock signals.

The main physics trigger for the experiment was satisfied whenever beam was

present, regardless of the activity in the tank. The data stream was initialized 5 µs

prior to the arrival of the beam spill and remained active for a total of 19.2 µs. The

presence of beam prohibited the firing of any of the other triggers.
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Additional triggers were defined to perform a variety of other functions. Cali-

bration triggers for the laser and cube data were used for the aforementioned detector

studies. A random trigger was implemented to collect beam off data to provide a sam-

ple of cosmic activity that could be overlayed on simulated events to better reproduce

the features of the data. Events were also recorded during beam spills to the adjacent

NuMI beam line. Other triggers based on PMT multiplicities were implemented to col-

lect samples of events with ≥ 60 tank and ≥ 6 veto hits for detector monitoring, cosmic

muon decays (i.e. “Michel” events; ≤ 200 tank hits and ≤ 6 veto hits), and to search

for cosmic and supernova neutrinos. A list of MiniBooNE triggers with average rates is

given in Table 3.1.

Table 3.1: The optical parameters of the beam are listed just upstream of the target.

Trigger Rate (Hz) Prescale Time Window (µs)
Booster Beam 2-5 1 19.2
NuMI Beam 0.5 1 19.2

random 2 1 19.2
cosmic µ 0.66 1 19.2
Michel 1.2 600 19.2

supernova 9.9 1 3.2
tank 0.4 90000 19.2
veto 0.4 5000 19.2
laser 3.33 1 9.6
cube 1.1 1 12.8

tracker 0.7 170 12.8
total ∼26



Chapter 4

Event Simulation

To produce a cross section measurement, the entire data production process must

be simulated, including the booster proton beam, the properties of the neutrino flux,

neutrino interaction processes, and the propagation of final state particles through the

detector. To accomplish this, several different software packages are run in succession. In

this chapter, each element of the simulation chain is described along with any associated

systematic uncertainties.

4.1 Neutrino Flux Simulation

Protons that interact inelastically produce a variety of secondary particles. At the

proton energy produced by the Booster, 8 GeV, the dominant particle species produced

in the target is π+, which is primarily responsible for the < 2 GeV neutrino flux. The

goal of the flux simulation is to predict the number of neutrinos that hit the detector

per proton on target, and to determine the neutrino energy spectrum.

4.1.1 Beam Monte Carlo

The majority of the flux prediction is produced in the GEANT4-based [29] beam

Monte Carlo simulation. Beam protons are generated 4.5 cm upstream of the front

face of the target with an initial position and direction randomly selected according to

the beam parameters given in Table 4.1. The protons then interact with the target to
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produce a variety of secondary particles. Many of these particles enter the horn where

their trajectories are modified by the magnetic field. Any neutrino produced in the

decay of a secondary particle is recorded in the beam Monte Carlo output steam.

Table 4.1: The beam optics parameters are listed just upstream of the target.

mean x 0
mean y 0

σx 1.51 mm
σy 0.75 mm

mean θx 0
mean θy 0

σθx 0.66 mr
σθy 0.40 mr

4.1.1.1 Geometry

The full geometry of the Booster neutrino beam, described in Chapter 2, is mod-

eled in the simulation. The most critical elements of the geometry are the target and

the inner conductor of the horn. The target is composed of pure beryllium with a length

of 28 in and a diameter of 3/8 in. The target is attached to a thin cylinder of beryllium

(inner radius of 13.7779 mm, outer radius of 14.6177 mm) via twenty-one beryllium fins,

three for each slug, positioned at intervals of 120 degrees around the target. Each flange

had a cross sectional area of 2.1545 mm and a length of 3.5 inches.

The horn is defined by 14 vertices in length and radius. A plot of the length versus

radius is compared to the horn engineering drawing in Figure 4.1. The aluminum inner

conductor has a thickness of 3 mm and is cylindrically symmetric. Between the inner

and outer conductor the magnetic field is given by Ampere’s law, and inside the inner

conductor the field is zero. The field within the inner conductor aluminum is determined

by the “skin depth” of the horn current, and is approximated as an exponential function

of the radius.
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(a) The radial cross section of the horn as modeled in the beam Monte Carlo simulation

(b) The engineering drawing of the horn radial cross section

Figure 4.1: The horn geometry in the beam Monte Carlo simulation (top) is compared
with the engineering draw (bottom). The critical feature is the shape of the inner (low
R) conductor, which is well modeled.

The target and horn assembly are located within a 1.3 m thick box of 1030 steel,

which is positioned inside a 60 cm thick concrete enclosure. The beam line enters the

horn enclosure through a 14 cm diameter steel tube, and the steel collimator through

which the secondary beam exits has a 60 cm diameter that grows to 71 cm at the

terminal end, 7 ft downstream.

The 50 m decay region is composed of two 6 ft inner-diameter concrete tubes that

surround the 25 m absorber enclosure. At the end of the decay region is the steel and

concrete beam stop. The entire beam Monte Carlo structure is surrounded by dolomite,

which is simulated with a density of 2.28 g/cm3 to account for the actual dolomite

density of 2.84 g/cm3 and a packing fraction of 0.79.
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4.1.1.2 Interaction Cross Sections

The beam Monte Carlo simulation employs a custom model for proton, neutron,

and pion interactions with both beryllium and aluminum [30]. The total cross section

is divided into (coherent) elastic and inelastic components. Interactions between the

incident hadron and individual nucleons that do not produce or absorb initial state par-

ticles are referred to as quasi-elastic interactions, and are separated from the remaining

“reaction” portion of the inelastic cross section. Each of these cross sections are related

by the following expression,

σTOT = σELA + σINE = σELA + σQE + σREA. (4.1)

Theoretical models are used to parametrize many of the cross sections in Equa-

tion 4.1. Wherever possible, these parametrizations are fit to the existing data. The

forward elastic cross section amplitude is calculated using the Glauber model [31], which

combines known hadron-nucleon scattering amplitudes into one coherent target. From

the elastic scattering amplitude, the total cross section can be derived using the opti-

cal theorem. The quasi-elastic interactions are mostly described by the corresponding

hadron-nucleon cross sections with an additional correction for the attenuation of the

hadron wave function as it penetrates the nucleus. This effect is treated using the

shadowed multiple scattering expansion [31].

The inelastic cross sections are well measured, and parametrizations are used to

fit the existing data. The proton-Be/Al interactions have been measured over the entire

momentum range of interest [32, 33]. Data exist for nearly all of the π± momentum

range as well, except at low momentum where the data are extrapolated from higher

nuclei [32, 33, 34, 35]. These parametrizations of the total, quasi-elastic, and inelastic

cross sections fully specify the relation given in Equation 4.1. Plots of the pion and

nucleon total, inelastic, and quasi-elastic parametrizations are given in Figures 4.2 and

4.3. Additional details can be found in Refs. [36, 37].
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Figure 4.2: The nucleon total (top), inelastic (middle), and quasi-elastic (bottom)
parametrizations for interactions with beryllium (left) and aluminum (right) are shown.
The systematic errors assumed for each are also given and compared with data where
possible [36].
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Figure 4.3: The pion total (top), inelastic (middle), and quasi-elastic (bottom)
parametrizations for interactions with beryllium (left) and aluminum (right) are shown.
The systematic errors assumed for each are also given and compared with data where
possible [36].
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4.1.1.3 Particle Production Cross Sections

For each inelastic proton-beryllium interaction that takes place, a collection of

secondary particles are produced. Interactions between 8 GeV kinetic energy protons

and nucleons at rest can produce any flavorless or strange hadron. The center of momen-

tum energy for such collisions is 4.2 GeV, which is insufficient to create a J/ψ,N ,N final

state (Emin = 3.10+0.94+0.94 = 4.98 GeV), or for the reaction p + N → N + D + Λ+
c

to occur (Emin = 0.94+1.86+2.29 = 5.09 GeV); therefore, the booster neutrino beam

contains no charm decay products.

The kinematics and multiplicity of each secondary particle species are determined

from double differential production cross sections, ∂2σ/∂p∂Ω. Since the simulation

is only concerned with generating the proper secondary particle spectra on average,

no attempt is made to conserve energy or momentum in individual proton-beryllium

interactions. Instead, the multiplicity of each secondary particle type is drawn from

a Poisson distribution with a mean given by the ratio of the integrated production

cross section to the total inelastic cross section. To determine the momentum and

angle of a given secondary particle, the double differential cross section is normalized to

unity, and the particle kinematics are drawn from the resulting probability distribution

function. For the secondaries most important to the neutrino flux, pions and kaons,

the double differential cross sections are determined from fits to external data [38, 39].

Production cross sections for π+, π−, and KL particles are parametrized by Sanford-

Wang function [40]. For K+ particles, a Feynman scaling parametrization is used [39].

The remaining simulated secondary particles, p, n, and K−, have very little impact

on the neutrino flux, and are generated according to the MARS14 hadron production

program [41].

The Sanford-Wang parametrization of double differential production cross sec-
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tions takes the following form,

∂2σ

∂p∂Ω
= c1

(
1 − p

pB − c9

)
exp
(
−c3

pc4

pc5
B

− c6θ (p − c7pB cosc8 θ)
)

, (4.2)

where p and θ are the direction and angle of the outgoing pion, and pB is the momen-

tum of the incident beam protons. The parameter c9 is set to 1 GeV in fits to pion

data [38]. The HARP experiment at CERN was run at the same 8 GeV proton beam

energy produced by the Fermilab booster, and measures a range in the pion phase space

(0.75 GeV/c < pπ < 6.5 GeV/c; 30 mr < θπ < 210 mr) that covers more than 80% of

the pion phase space that produces neutrinos that reach the MiniBooNE detector [42].

Data from the E910 experiment at the Brookhaven National Laboratory also constrain

a large portion of the pion phase space (0.4 GeV/c < pπ < 5.6 GeV/c; 18 mr < θπ <

400 mr) at beam energies of 6.4, 12.3, and 17.5 GeV/c, and has been extrapolated to

8 GeV to be included in the fit as well.

The simultaneous fit to HARP and E910 data minimizes the following χ2,

χ2 =
∑

i,j,k

(Dik − NkTik)V −1
ijk (Djk − NkTjk) +

∑

k

(Nk − 1)2

σ2
k

, (4.3)

where Vijk is the covariance matrix for experiment k over measured bins i and j, Dik

and Tik are the measured and SW function values in bin i of experiment k, and Nk is

the normalization of experiment k, which is constrained by the reported normalization

uncertainty, σk. The fit produces a minimum χ2/Ndof value of 1.8, indicating that the

fit uncertainty does not sufficiently cover the spread of the data. To compensate for this

deficiency, the error on each data point is scaled by
√

1.8 and the fit is performed again.

The final fit result gives normalization values of 0.973 and 1.039 for HARP and E910,

respectively, which are slightly smaller than the 4% and 5% normalization uncertainties

reported by each experiment. The best fit Sanford-Wang function is compared to the

HARP data in Figure 4.4.

The Sanford-Wang parametrization is used to fit the π− and KL production cross

sections as well. Data from both HARP and E910 are once again used to fit the π−
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Figure 4.4: The result of the π+ Sanford-Wang fit to HARP and E910 data is shown
with the HARP data (red points) overlayed. The uncertainties from both the initial fit
(dashed line) and the fit with scaled data errors (dotted line) are given.

cross section. The KL fit is performed on data from E910 and Abe et. al. [43]. Unlike

the pion fits, the KL fit allows c9 to float [44]. The results from each fit are given in

Table 4.2.

Table 4.2: A list of Sanford-Wang parameters for the π+, π−, and KL, fits is shown.

Fit c1 c2 c3 c4 c5 c6 c7 c8 c9

π+ 220.7 1.080 1.000 1.978 1.32 5.572 0.08678 9.686 1
π− 213.66 0.93785 5.4537 1.2096 1.2836 4.7807 0.073383 8.3294 1
KL 15.13 1.975 4.084 0.9277 0.7306 4.362 0.04789 13.3 1.278

The K+ production cross section is fit using a Feynman scaling parametriza-
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tion [39]. The cross section is written in terms of the transverse momentum of the

secondary, pt, and a scaling factor, xF = pcm
‖ /pcm

‖ max, where pcm
‖ is the longitudinal

momentum in the center of momentum frame of the proton-beryllium interaction. The

cross section is given by

∂2σ

∂p∂Ω
=
( p

E

)
c1 (1 − |xF |)c8 exp

[
−c3 |xF |c4 − c7 |ptxF |c6 − c2pt − c5p

2
t

]
. (4.4)

The parametrization is fit to seven different data sets [45, 46, 47, 48, 49, 50, 51]. In the

fit minimization, c8 takes on negative values with large uncertainties, so for the final fit

it has been fixed to zero. Just as in the pion fit, the minimum
√

χ2/Ndof of
√

2.28 is

used to scale the size of the data errors. The result of the fit is given in Table 4.3.

Table 4.3: The result for each of the Feynman scaling parameters in the K+ fit is given.

Fit c1 c2 c3 c4 c5 c6 c7 c8

K+ 11.70 0.88 4.77 1.51 2.21 2.17 1.51 0.0

4.1.2 Meson Decays

The decay branching fractions for kaons and pions were last updated to corre-

spond to the 2006 Particle Data Group averages [52], the values of which have not

changed significantly to date. Of particular importance were the decay channels in

which neutrinos are produced. Each such decay mode was faithfully reproduced in the

simulation, and the sum of modes was set to unity by adjusting the branching fraction

of the smallest neutrino-less process. The effect of CP violation has been accounted for

in neutral kaon decays using the measured charge asymmetries [52]. The values used in

the simulation are given in Table 4.4.

The default GEANT4 routines are used to conduct all particle decays. In the

case of muon decays, the G4MuonDecayChannelWithSpin.cc class properly simulates

the V-A coupling with first order radiative corrections, however the neutrino energy
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Table 4.4: The branching fractions used in the beam Monte Carlo simulation are given
for π±, K±, and KL. The values that have been modified from their Particle Data
Group values are labeled as “mod.” For the negatively charged mesons, the same values
are used for the charge conjugate processes.

Decay Mode Branching Fraction
(measured uncertainty)

π+ → µ+νµ 0.9998770(4)
π+ → e+νe 0.0001230(4)
K+ → µ+νµ 0.6344(14)
K+ → π+π0 0.2092(12)

K+ → π+π+π− 0.05590(31)
K+ → π0e+νe 0.0498(7)
K+ → π0µ+νµ 0.0332(6)

(mod) K+ → π+π0π0 0.0175
(PDG) K+ → π+π0π0 0.01757(24)

KL → π0π0π0 0.1956(14)
KL → π+π−π0 0.1256(5)
KL → π−e+νe 0.20333(75)
KL → π+e−ν̄e 0.20197(75)
KL → π−µ+νµ 0.13551(35)
KL → π+µ−ν̄µ 0.13469(35)
KL → π+π− 0.001976(8)
KL → π0π0 0.000869(4)

(mod) KL → γγ 0.000455
(PDG) KL → γγ 0.000548(5)

spectra are not generated correctly. This deficiency is corrected in the following stage

of the Monte Carlo generation process described next.

4.1.3 Statistics Amplification

Most neutrinos produced in meson decays in the beam Monte Carlo simulation

do not intersect the detector. To increase the number of usable neutrinos per gener-

ated proton on target, the beam Monte Carlo output is passed to a Fortran program

that, for each neutrino produced, simulates the decay of the parent meson (or muon)

multiple times (typically 1000), and records the neutrinos that hit the detector. This

technique effectively boosts the number of protons on target of the simulation. In addi-
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tion, since the particle decay final states produced by the beam Monte Carlo simulation

are discarded, any deficiencies in the GEANT4 decay generators are corrected at this

stage.

For most events, this parent “re-decay” process works quite well; however, for

certain regions of neutrino parent phase space, the additional neutrinos become prob-

lematic. In particular, parents with a large longitudinal momentum component, pz, tend

to produce neutrinos that hit the tank at a very high frequency. These events contribute

a large number of mono-energetic neutrinos at high energies where the neutrino energy

spectrum is already sparsely populated. The result is a collection of non-statistical

bumps in the high energy tail of the distribution.

Number of Neutrinos per Parent
0 200 400 600 800 1000
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Figure 4.5: The number of neutrinos that hit the detector is plotted for each neutrino
parent. Note that this plot has been made after beam Monte Carlo cross section weight-
ing has been implemented, which exponentially increases the high multiplicity events.
Even with this amplification, 75% of neutrino parents put less than 10 neutrinos in the
detector.
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To mitigate the effect of these high-pz neutrino parents, the double differential

particle production cross sections are weighted by an exponential function of pz,

w(pz) = c1 exp(c2 ∗ pz). (4.5)

Each event that is produced is given a weight of 1/w so that the shape of the neutrino

energy spectrum is restored. The effect of this weighting procedure is shown in Fig-

ure 4.6. Since the cross section weighted distributions are shifted to higher neutrino

energies, the reduced the statistical uncertainty in the high energy neutrino tail occurs

in the regions of phase space that are relatively more important for the simulated event

rate. The values of the weighting function parameters for each modified neutrino parent

species is given in Table 4.5.

Table 4.5: The parameters for the exponential weighting function in Equation 4.5 are
given for each modified particle species.

Secondary Particle c1 c2 w(pz = 10 GeV)
π+ 1 0.852 5000
π− 1 0.852 5000
K+ 1.1 0.801 3300
K− 1.1 0.801 3300
KL 3 0.801 9000

For the oscillation analysis, one additional weighting technique is needed to reli-

ably produce the neutrino spectrum from muon decays. Muons are produced through

the π+ → µ+νµ decay channel responsible for the majority of the neutrino flux. Since

the muon lifetime is two orders of magnitude larger than the pion lifetime, µ+ parti-

cles rarely decay in flight in a typical Monte Carlo run. To estimate this important

contribution to the νe flux, for each muon that is produced, nineteen identical copies

are created to improve the probability of observing a decay in flight; the corresponding

events are weighted by a factor of 1/20.
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(a) The generated (black) and actual
(red) π+ pz in the beam Monte Carlo
simulation (in GeV/c)

(b) The generated (black) and actual
(red) π+ pz after the re-decaying of
the neutrino parents (in GeV/c)

Figure 4.6: The effect of the exponential weighting function of Equation 4.5 is shown
on the π+ pz distribution after the beam Monte Carlo (left) and the parent re-decay
simulation stages. The increased statistics at high pz improve the precision of the high
energy neutrino spectrum.

4.1.4 Flux Predictions

The energy spectra for neutrinos that hit the detector are given in Figures 4.7

and 4.8. Figure 4.7 gives the flux for each of the four neutrino species produced by

the Booster neutrino beam. In Figure 4.8, the νµ-only flux, needed to perform the

CCπ+ cross section measurement, is plotted for each of the contributing neutrino parent

species.

The neutrino flux is dominated by νµ, especially at energies greater than 0.3 GeV

where the CCπ+ cross section turns on. At low neutrino energies, the νµ flux comes

mostly from π+ → µ+νµ decays. At ∼2.3 GeV, kaon decays become the dominant

component of the νµ flux, however the neutrino population at that point is only ∼1%

of the peak value.
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Figure 4.7: The neutrino energy spectrum for each of the four neutrino species is shown
for neutrinos that hit the MiniBooNE detector.

4.1.5 Systematic Uncertainties

As described in Section 4.1.1.3, the π+ Sanford-Wang parametrization produces

a poor fit to the HARP and E910 data. To account for the disagreement, the errors

on the data are increased until they become compatible with the shape dictated by

the parametrization. The resulting covariance matrix from such a fit is dominated by

the normalization uncertainty. The failure of the parametrization to fit the data is due

to its inability to reproduce the data shape for any choice of parameters. The cross

section measurement data have reached a level of precision such that it can no longer

be described by the model.

The systematic uncertainties in the knowledge of the neutrino flux need not absorb



43

Neutrino Energy (GeV)
0 0.5 1 1.5 2 2.5 3 3.5 4

/P
O

T/
G

eV
2

Ne
ut

rin
os

/c
m

-1510

-1410

-1310

-1210

-1110

-1010

-910
+#
+K

+µ&+#

L
0K

Figure 4.8: The neutrino energy spectrum for νµ particles that hit the MiniBooNE
detector. The contributions from each of the neutrino parent particle types are shown
separately.

this additional contribution from the failure of the model. Instead, the data have been

fit with a spline function to faithfully capture all the features of the data [53]. The spline

function is a collection of 3rd-order polynomials, each fit over a small interval of data,

that are required to have common first and second derivatives at the interval boundaries.

The results of the spline fit are compared with the HARP data in Figure 4.9.

Rather than abandon the Sanford-Wang shape completely the systematic error is

calculated from the variation of the spline covariance matrix about the Sanford-Wang

central value. In this way, the uncertainty acquires an additional component in regions

where the parametrization has trouble accommodating the data. Further details are
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Figure 4.9: The result of the spline fit (black points) is compared to the HARP data
(red points) and the Sanford Wang function (blue line) as a function of pion momentum
in six different pion angle bins. The uncertainties on the spline fit, shown as black error
bars, grow as expected as the function moves further from the data (figure taken from
Ref. [53]).

given in Section 6.4.7.1. The flux contributions from the other neutrino parent particles

are small enough that the full uncertainty from fits to either Sanford-Wang or Feynman

scaling are used with little impact on the total error.

The remaining uncertainties in the neutrino flux are calculated from additional

Monte Carlo simulations in which the uncertain parameters are varied by their uncer-

tainties. Each of these altered Monte Carlo sets is referred to as a “unisim.” The

uncertainties in the nucleon and pion interaction cross sections are shown in Figures 4.2

and 4.3. Without data to which it can be compared, the quasi-elastic cross section

uncertainties have been estimated to be very large and dominate the uncertainties from

hadron production.
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The remaining beam unisims vary the properties of the horn. The horn current

has been varied by 1 kA, significantly outside of its measured variation. The uncertainty

in the extent to which the current penetrates the inner conductor (i.e. the skin depth)

has been estimated by removing the effect completely and treating the result as a

variation of one standard deviation. The effect of the largest beam unisim excursions is

shown in Figure 4.10.
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Figure 4.10: The effect of the largest beam unisim excursions are shown. Any unisim
that did not vary more than 2% from the central value has been excluded for clarity.
The largest integrated effects are from the nucleon and pion quasi-elastic scattering
uncertainties. Along the high energy tail of the neutrino flux, the skin depth variation
causes changes of almost 20%.

4.2 Nuance

MiniBooNE uses the Nuance event generator to simulate neutrino interactions [54].

Nuance is a Fortran-based software package that takes as input the generated fluxes for

each neutrino species and produces a cross section weighted spectrum for each type of

neutrino interaction. These event rate distributions are then used to simulate neutrino
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interactions and propagate the particles created in the interaction through the nuclear

medium. Each event is then written out as a list of particle types and momenta emerging

from the nucleus.

Nuance simulates essentially all neutrino interaction processes relevant at Mini-

BooNE energies. Ninety-nine charged and neutral current processes for both neutrinos

and anti-neutrinos are simulated. A summary of the relevant charged current processes

as a function of neutrino energy is given in Figure 4.11. At MiniBooNE flux energies

(< 2 GeV), neutrino interactions are dominated by CCQE and CCπ+ interactions.

Figure 4.11: The charged current interaction processes are shown as a function of neu-
trino energy. The peak neutrino energy at MiniBooNE is ∼700 MeV. This region is
dominated by CCQE and CCπ+.
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Nuance classifies each cross section based on the particles produced in the ini-

tial interaction, before they traverse the nucleus. The event rates derived from the

MiniBooNE flux are given in Table 4.6.

Table 4.6: Event rate fractions produced by Nuance using the MiniBooNE flux from
Figure 4.8. The CCπ+ and NCπ0 fractions include coherent scattering off of the entire
nucleus.

Name Interaction Process Rate Fraction
CCQE νµn →µ−p 0.400
CCπ+ νµN→µ−Nπ+ 0.237
NCEL νµN→νµN 0.170
NCπ0 νµN→νµNπ0 0.066
CCπ0 νµn →µ−pπ0 0.040
NCπ+ νµp →νµnπ+ 0.021

CCmultiπ νµN→µ−∆π 0.015
NCπ− νµn →νµpπ− 0.016
CCDIS νµN→µ−+hadrons 0.010

CCmesonB νµN→µ− + (ρ,K, η)+baryon 0.006
ν̄ ν̄N →anything 0.004

other each < 0.01 0.015

4.2.1 CCQE

Charged current quasi-elastic interactions (CCQE) are simulated according to the

model of Llewellyn Smith [55]. Just as in the derivation of CCπ+ interactions described

in Section 1.1.2.1, the leptonic current is easily calculated, and the crux of the model lies

in the parametrization of the hadronic current. The cross section for neutrino scattering

is given by

∂σ

∂Q2
=

G2
F m2

NV 2
ud

8πE2
ν

[
A(Q2) + B(Q2)

s − u

m2
N

+ C(Q2)
(s − u)2

m4
N

]
, (4.6)
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where s and u are the Mandelstam variables such that (s − u) = 4mNEν − Q2 − m2
l ,

and

A(Q2) =
m2

l + Q2

m2
N

[
(1 + τ)F 2

A − (1 − τ)F 2
1 + τ(1 + τ)F 2

2 + 4τF1F2 (4.7)

−
m2

l

4m2
N

[F 2
1 + (FA + 2FP − 4(1 + τ)F 2

P ]
]

, (4.8)

B(Q2) = 4τFA(F1 + F2), (4.9)

C(Q2) =
1
4
(F 2

A + F 2
1 + τF 2

2 ), (4.10)

for τ = Q2

4m2
N

. The hadronic form factors, (F1, F2, FP , FA), are once again parametrized

with a dipole form given by,

F1(Q2) =
1 + τ(1 + µp − µn)

(1 + τ)
(
1 + Q2

m2
V

)2 , (4.11)

F2(Q2) =
(µp − µn)

(1 + τ)
(
1 + Q2

m2
V

) , (4.12)

FA(Q2) =
FA(0)

(
1 + Q2

m2
A

)2 , (4.13)

FP (Q2) =
2m2

N

m2
π + Q2

, (4.14)

where mV and mA are the vector and axial masses described in Section 1.1.2.1, and µp

and µn are the proton and neutron magnetic moments. The parameter FA(0) = −1.27

is determined from neutron beta decay [55].

4.2.2 Nuclear Effects

The motion of the protons and neutrons in the nucleus are described by the Fermi

gas model of Smith and Moniz [56]. The observed cross sections are modified by the

motion of the nucleons as well as the strength to which they are bound to the rest of

the nucleus. The binding energy of 34 MeV and cutoff momentum of 220 MeV/c are

determined using electron scattering data [57].
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Once a neutrino interaction occurs, the final state particles must traverse the

nucleus before they can be observed. This effect is particularly important for final state

pions, as they interact strongly with the nucleons. Events created with π+ will not be

observed if the pion is either absorbed or takes part in a charge exchange interaction,

π+ + n → π0 + p. The cross section for both of these processes is given as a function of

pion energy in Figure 4.12.

(a) pion absorption vs pion kinetic energy (b) pion charge exchange vs pion kinetic
energy

Figure 4.12: The pion absorption and charge exchange cross sections are shown as a
function of pion kinetic energy. The absorption systematic uncertainty is 25%, and the
charge exchange cross section is assigned a 30% uncertainty.

4.2.3 Systematic Uncertainties

The common feature of all exclusive charged current interactions is that the axial-

vector portion of each interaction is parametrized as a dipole with an axial mass, mA.

The two background processes most relevant to the CCπ+ cross section measurement

described in Chapter 6 are CCQE and CCmultiπ. The main uncertainty in each of

these processes is the value of the axial mass, and the variations for each are given in
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Table 4.7. The CCDIS cross section normalization is varied by 25%.

Table 4.7: The axial mass values for CCQE and CCmultiπ interactions are listed with
associated systematic uncertainties.

parameter central value systematic uncertainty
mA(CCQE) 1.234 GeV 0.077 GeV
mA(CCmultiπ) 1.30 GeV 0.52 GeV

The pion absorption and charge exchange uncertainties are given in Figure 4.12.

Pions can also be effectively absorbed if the ∆ resonance interacts with a nucleon via

∆N → NN . The effect of eliminating this process completely is taken as a one sigma

variation. For historical reasons, the pion interaction uncertainties in the nucleus are

included in the detector optical model uncertainties, while the pion interaction uncer-

tainties for processes that occur outside the nucleus (discussed in Section 4.2.3) are

included here as part of the cross section model uncertainties.

Finally, systematic uncertainties are assigned to the properties of the Fermi gas

model. The binding energy is varied by 9 MeV (26%) and the Fermi momentum is

assigned an uncertainty of 30 MeV/c (14%).

4.3 BooNEGlob

Nuance can generate neutrino events only from a neutrino energy histogram for

each neutrino species. All other information from the beam Monte Carlo simulation is

discarded. In particular, the particle type and generation kinematics of the neutrino

parent is lost. Additionally, several intra-event correlations are not preserved, such as

the neutrino angle and interaction vertex, the event time and neutrino parent type, and

the neutrino parent type and the neutrino interaction process.

To reinstate these correlations, each Nuance event is paired with a beam event

in a Fortran-based program known as “BooNEGlob.” In any given Nuance event, the

only variables that are shared with the incident beam neutrino are the neutrino energy
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and species. BooNEGlob loops over the beam Monte Carlo output used to generate the

neutrino flux and tabulates the events with the same neutrino type that are within a

small energy window surrounding the Nuance event. For νµ events, this energy tolerance

is set to 1 MeV. An event is then randomly selected from the list of pairing candidates

according to its beam Monte Carlo event weight.

Once a Nuance event is paired, the event can be manipulated in a variety of

useful ways. Most importantly, the directions of the Nuance final state particles are

all rotated to correspond to the direction of the incident neutrino. The Nuance events

can also be weighted and filtered to amplify interesting regions of phase space. Finally,

the beam Monte Carlo also assigns a neutrino parent type to each event so that it

can be reweighted according to its parent production cross section function (Sanford-

Wang, Feynman scaling, or the spline fit) when evaluating the systematic errors due to

uncertainties in the fit parameters.

4.4 Detector Simulation

After Nuance produces a list of final state particles that exit the nucleus, the

remainder of the particle propagation is handled by the detector Monte Carlo simula-

tion. The detector Monte Carlo is GEANT3-based simulation package [58] that tracks

each particle through the oil, including each optical photon produced via Cherenkov

or scintillation radiation. As these photons constitute all of the data recorded by the

detector, a detailed optical model has been developed that simulates effects such as ab-

sorption, scattering, and reflections. This section presents an overview of the features of

the simulation. A detailed description of each component can be found elsewhere [59].

Several modifications have been made to the default GEANT3 algorithms. Ad-

ditional processes have been added to model π0 Dalitz decays (π0 → e+e−γ) and muon

decay (µ → eνν). The observed stopped µ− capture rate on carbon of 7.77simulated

[60].
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The default GEANT3 hadronic interaction model, GFLUKA, has been replaced

with GCALOR [61]. This switch was motivated by the handling of the pion absorp-

tion and charge exchange interactions that occur in the tank, analogous to the nuclear

interactions described in Section 4.2.2. The cross sections predicted by each model as

a function of pion kinetic energy are compared with data from Ashery et. al. in Fig-

ure 4.13 [34]. The FLUKA model over-predicts the charge exchange and under-predicts

absorption by significant margins, whereas the GCALOR model mostly agrees with the

data.

(a) pion absorption vs pion kinetic energy (b) pion charge exchange vs pion kinetic
energy

Figure 4.13: The GFLUKA and GCALOR predictions for pion absorption and charge
exchange cross sections in oil are compared with data as a function of pion kinetic
energy. The GCALOR model is used for hadronic interactions in the detector Monte
Carlo simulation.

4.4.1 Optical Model

The creation, propagation, and detection of optical photons produced in neutrino

interactions are handled by the optical model. Photons are propagated until they are

either absorbed or detected by a PMT. The photons are created through Cherenkov

and scintillation emission from charged particle tracks, or through fluorescence from the
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molecules in the mineral oil. After the photons are created, they can undergo Rayleigh

or Raman scattering, which has also been incorporated into the model.

Cherenkov radiation is created when a charged particle moves through a medium

faster than light can propagate in the medium. The angular emission profile relative to

the path of the particle is given by the ratio of these velocities,

cos θCher =
vlight

vparticle
, (4.15)

where vlight and vparticle are the velocities of the light and the charged particle, respec-

tively. Cherenkov light is produced instantaneously, and as the particle slows down due

to energy losses in the medium, the Cherenkov “cone” is reduced until the particle drops

below Cherenkov threshold as its velocity slows below vlight.

As charged particles travel through the oil, carbon and hydrogen atoms are ion-

ized. The subsequent de-excitation of these states produces scintillation light. The flux

of scintillation light produced per unit of energy deposited is given by Birks law [62],

dNsci

dE
=

31.64 MeV−1

1 + B1

(
1

ρoil

dE
dx

)
+ B2

(
1

ρoil

dE
dx

)2 . (4.16)

Unlike Cherenkov radiation, scintillation light is delayed exponentially relative to the

track from which it is produced with a time constant of 34 ns.

Molecules in the mineral oil can also become excited through interactions with

higher energy photons and decay to produce optical photons in a process known as

fluorescence. The characteristics of the fluoresced light depend on the properties of the

medium. An analysis of the mineral oil has identified 4 independent fluors, each with

its own time constant and emission profile, all of which are included in the simulation.

As optical photons propagate through the detector, Figure 4.14 shows the ex-

tinction rates for various processes that can affect the photon propagation path. The

absorption used in the simulation is determined by the difference of total extinction

rate and the sum of the exclusively measured components. A comparison of hit time
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distributions between laser calibration data and the simulation is shown in Figure 4.15.

The modeling of photon reflections and scattering account for a significant portion of

the timing structure, especially at late times.

Figure 4.14: The extinction rates are given for several light sources as a function of
wavelength. The total extinction curve (black) was measured using a 10 cm cell at
Fermilab. The rates due to the 4 fluors and the effect of Rayleigh scattering are also
shown.

4.4.2 Systematic Uncertainties

The optical model is a conglomeration of several physical quantities used to de-

scribe the production and propagation of optical photons. Of these quantities, 35 pa-

rameters describing phenomena such as the light yield from each of the sources, the
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Figure 4.15: The detector Monte Carlo simulation of new and old PMTs is compared
with data taken by the 397 nm laser. The importance of modeling scattering and
reflections is evident.

Birks law coefficients, the extinction length, scattering, reflections, and the quantum ef-

ficiency of the PMTs have been varied to determine the systematic uncertainties of the

model. Several thousand random draws from this parameter set were used in an attempt

to quantify, not only the uncertainties in the parameters, but some amount of the cor-

relation between them. The resulting covariance matrix is used to produce systematic

variations to assess the uncertainties in the measured distributions (see Section 6.4.7.1).

The uncertainties in the pion absorption and charge exchange cross sections in

the tank are slightly higher than their nuclear analogs. The discrepancy between the

GCALOR description and the data requires a 35% variation in pion absorption and a

50% uncertainty in the charge exchange cross section. As mentioned in Section 4.2.3,
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the uncertainties on pion interactions in the tank are counter-intuitively included in the

cross section errors, while the analogous nuclear processes are included in the optical

model uncertainties.



Chapter 5

Event Reconstruction

The MiniBooNE data acquisition system records charge and time information

from each photomultiplier tube (PMT) over a 20 µs time window surrounding the arrival

of the beam pulse. When a neutrino interaction occurs, the particles produced in the

interaction propagate through the tank for tens of centimeters and come to rest on the

order of 10 ns after the interaction takes place. Any promptly produced photons in

the interaction can take up to 40 ns to reach a PMT if they traverse the entire tank,

and some amount of delayed light is produced with an exponential decay constant of

about 30 ns. Since the discriminator for each PMT can fire only once every 200 ns,

each neutrino interaction produces no more than one charge and one time in each PMT

from which the event must be reconstructed. Only the PMTs inside the main tank can

be used for event reconstruction, so the kinematics of all particles in the event must be

deduced from, at most, 2,560 pieces of information.

The initial state of a particle track is fully specified by the particle type and the

following seven parameters:

• energy (E0)

• direction (θ0 and φ0)

• 4-vertex (X0, Y0, Z0, and T0)

To reconstruct a track, an operator must be produced that converts a given set of track
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parameters, x, into probability distribution functions (PDFs) of the charge, q, and time,

t, for each hit PMT in the event. The PDFs from each hit tube can then be combined

with the measured information from each tube to form a likelihood function,

L(x) =
Nunhit∏

i=1

Pi(unhit;x)
Nhit∏

j=1

Pj(hit;x)f(qj;x)f(tj ;x), (5.1)

where Nhit(Nunhit) is the number of hit(unhit) PMTs in the event andPi(hit;x)(Pi(unhit;x))

is the probability that PMT i will be hit(unhit) for a track specified by x. The charge

and time PDFs for x (f(qj;x) and f(tj;x), respectively) are evaluated at the measured

charge, qj, and time, tj, in PMT j. The task, then, is to find the set of parameters, x,

that maximize the likelihood.

Rather than work with L directly, it is often more convenient to use − log(L).

This transforms the product in Equation 5.1 into a sum over each PMT. The charge

and time components become additive and can be treated independently,

− log(L)(x) = Fq(x) + Ft(x), (5.2)

where

Fq(x) = −
Nunhit∑

i=1

log(Pi(unhit;x)) −
Nhit∑

j=1

log(Pj(hit;x)f(qj ;x)), (5.3)

Ft(x) = −
Nhit∑

j=1

log(f(tj ;x)). (5.4)

The hit probabilities are naturally grouped with the charge PDFs, since an unhit PMT

is just a measurement of zero charge. The functions Fq(x) and Ft(x) are referred to as

the charge and time likelihoods despite technically being the negative logarithm of their

respective likelihoods. To determine the track parameters, x, that best fit the event,

the sum Fq(x) + Ft(x) must be minimized.

MiniBooNE employs a detailed description of the light production along an ex-

tended track to derive the time and charge likelihoods in Equation 5.2. A complete

description of this process in terms of the muon and electron track hypotheses can be
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found in Ref. [59]. The next section will present the important features of the likelihood

calculation in terms of the new pion particle hypothesis.

5.1 Straight Pion Tracks

As particles propagate through the tank, they experience a variety of processes

including elastic scattering, inelastic nuclear interactions, and decay. To convert a set

of track parameters into a likelihood function, one must decide which features of the

particle track to attempt to measure, and which features to average over. For charged

leptons, the reconstruction assumes that the particle travels in a straight line. Typical

trajectories for a muon and a pion are illustrated in Figures 5.1 and 5.2, respectively. The

straight line hypothesis is quite accurate for muons, which propagate in long, smooth

paths with very little scattering. Electrons, on the other hand, travel relatively short

distances and produce energetic photons that convert into e+/e− pairs some time later.

The charge and time likelihoods for electrons are averages over all of these interactions.

In building the pion likelihood functions, the π+ trajectories are characterized

by the same straight track characterization of the particle propagation as was used for

the charged leptons. However, for reasons that will be explained in Section 5.2, the

likelihoods are calculated for pions that do not decay or interact hadronically.

5.1.1 Charge Likelihood

The charge recorded by a PMT is only a function of the number of photoelectrons

produced in the tube. If an average number of photoelectrons (called the predicted

charge, µ) can be found for each PMT as a function of the track parameters, x, the

probability for a tube to be hit is given by the Poisson distribution,

P(hit;µ(x)) = 1 − P(unhit;µ(x)) = 1 − e−µ. (5.5)

The task, then, is to calculate the predicted charge on each tube.
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Figure 5.1: An event display of a typical 300 MeV muon track is shown (for a full descrip-
tion of the “event displays” that are shown throughout this chapter, see Appendix A).
The top plot shows the Monte Carlo emission point of every optical photon created in
the event, and the bottom plot gives the identity of each particle. The display is cu-
mulative over the entire duration of the event, including the muon propagation, muon
stop point, and the electron produced from the muon decay at rest.

The predicted charge depends on the amount of light produced by the track, Φ,

the transmission of the light through the oil, T , the solid angle of the PMT as seen

by the track, and the angular acceptance of the PMTs, ε. Each of these properties

are functions of the position along the track, s. If the light produced by the track is
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Figure 5.2: An event display of a typical 300 MeV electron track is shown. The Monte
Carlo emission point is given for every optical photon created in the event. The ini-
tial track produces photons (which produce no light) that create e+/e− pairs further
downstream.

isotropic (i.e. scintillation light), the predicted charge is given by

µsci = Φ(E0)
∫

s
ρ(E0, s)Ω(s)T (s)ε(s)ds, (5.6)

where Φ(E0, s) has been separated into the total light produced, Φ(E0), and the light

emission probability along the track, ρ(E0, s). An example of ρ(E0, s) for scintillation

light is given in Figure 5.3.

Cherenkov light is a bit more complicated since it is not emitted isotropically.

In addition to integrating over the probability for light emission along the track path,

a new factor, g(cos θ, s), must be introduced that gives the angular distribution of the

emitted light as a function of s and satisfies

∫

θ
g(cos θ, s)d(cos θ) = 1 (5.7)

for all s. The predicted charge for Cherenkov emission can then be written as

µCher = Φ(E0)
∫

s
ρ(E0, s)g(cos θ, s)Ω(s)T (s)ε(s)ds. (5.8)
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Figure 5.3: The scintillation light emission PDF, ρ(E0, s), is shown for 300 MeV “non-
hadronic” pions.

The ρ(E0, s) and g(cos θ, s) PDFs for 300 MeV pions are given in Figures 5.4 and 5.5,

respectively.

The remaining contribution to the predicted charge comes from photon scatter-

ing. Much of the generated light will experience Rayleigh and Raman scattering before

reaching a PMT. To account for this effect, the detector Monte Carlo is used to gener-

ate scattering tables that map out the scintillation and Cherenkov photons that reach

a PMT after scattering out of their initial trajectories. The scattering tables are a

function of the position and direction of each track segment, ds, and are included in the

scintillation and Cherenkov integrals given in Equations 5.6 and 5.8.

The final piece of Equation 5.3 needed to calculate the charge likelihood is the

charge PDF for a hit tube as a function of the predicted charge. All of the details of the

track geometry, optical model properties, and photo-tube acceptance have been folded

into the predicted charge. Hence, the charge PDF is only meant to characterize effects
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Figure 5.4: The Cherenkov light emission PDF, ρ(E0, s), is shown for 300 MeV “non-
hadronic” pions.

downstream of the light propagation, such as the PMT efficiencies, the electronics, the

data readout, etc., for the number of photoelectrons given by µ. Such PDFs can be

empirically determined, and have been measured using the laser data [63].

5.1.2 Time Likelihood

Unlike the charge likelihood, the time likelihood cannot be simplified in terms of

a “predicted time.” The reason is that the charge measured by a PMT is an integrated

quantity whereas the time is an instantaneous quantity. For example, if a PMT lies

near the edge of a Cherenkov ring, the flux of photons it sees as a function of time

might have an early peak from the prompt Cherenkov light and a later peak from a co-

herent contribution of scintillation light along the particle track. The predicted charge

for such a configuration is just the integral of this bimodal photon arrival distribu-

tion. To determine the time PDF, the detailed shape of the bimodal distribution is
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Figure 5.5: The angular light emission PDF, g(cos θ, s), for Cherenkov light along the
particle path length is shown for 300 MeV “non-hadronic” pions.

required. Therefore, a rigorously correct treatment of the time likelihood would require

a tabulation of time PDFs as a function of the full seven dimensional input parameter

space (defined relative to the PMT). The generation, implementation, and use of such

a tabulation is beyond the capabilities of our computing resources.

In order to calculate the time PDFs, several approximations are made. Both the

event time and the PMT/track distance can be removed from the problem by defining

the corrected time,

tc = t − T0 −
r(∆smid(E0))

cn
− ∆smid(E0)

c
, (5.9)

where t is the measured hit time, T0 is the event time (i.e. when the neutrino interaction

took place), ∆smid(E0) is the mean of the Cherenkov emission PDF, r(∆smid(E0)) is

the distance from the mean emission point to the PMT, and cn and c are the speed of

light in the tank and in vacuum, respectively. The corrected time is the elapsed time
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between the earliest moment a photon from the mean emission point could reach the

PMT, and the actual recorded hit. This reduces the time PDF tabulation to a five

dimensional input space.

The remaining parameters that affect the time PDF are the energy and direction

of the track, and the angular position of the track with respect to the PMT. The most

important feature characterized by the relative values of these four angles is the location

of the PMT with respect to the Cherenkov ring. Fortunately, this information is already

well characterized by the Cherenkov-only predicted charge. The critical observation

to be made is that the time PDF for either Cherenkov or scintillation light can be

characterized almost completely by the Cherenkov and scintillation predicted charge in

the PMT. In addition, this simplification also partially takes into account several other

minor effects, such as photon attenuation and the variation of the Cherenkov flux with

the photon emission angle.

To determine the primitive Cherenkov and scintillation time PDFs, GCher(tc;E0, µCher)

and Gsci(tc;E0, µsci), the detector Monte Carlo is run at several pion energies ranging

from 100 to 2000 MeV, allowing only the production of either direct Cherenkov light or

direct scintillation light. In each simulation, pions are generated isotropically and uni-

formly distributed throughout the tank (with hadronic interactions and particle decays

turned off). The corrected times for each PMT hit are recorded in bins of the loga-

rithm of the corresponding predicted charge. Each histogram is then fit to a selected

parametrization based on the characteristics of the light source being considered. The

direct Cherenkov corrected times are well approximated by Gaussian distributions, and

the scintillation light is parametrized by the sum of two exponential functions, with

fixed decay constants of 5 and 30 ns, and a Gaussian smearing width.

To perform track fits, the likelihood function must be smoothly varying to avoid

the presence of false local minima; therefore, the Gaussian and exponential fits of the

corrected times must be extrapolated across both predicted charge and energy in a
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non-discrete fashion. To accomplish this, the fit parameters from the corrected time

fits are, themselves, fit to a 6th order polynomial function of the predicted charges for

each energy. An example of these fits is given in Figure 5.6. At this point, the time

primitives are smooth functions of time and predicted charge at discrete energies. The

same procedure is used again to smooth over energies. Each of the 7 parameters of the

6th order polynomial predicted charged fits are, themselves, fit to 4th order polynomial

functions of energy, as shown in Figure 5.7.

Figure 5.6: The means from the Gaussian fits to the corrected time distributions (per-
formed in bins of predicted charge and energy) have been fit to a 6th order polynomial
function of log(µ) (still in bins of energy). The fits in four such energy bins are shown.

In order to use the primitive time PDFs to describe all the light in the event, the

predicted charge is divided into two classes: prompt and late. The prompt charge is
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Figure 5.7: The 7 parameters that describe the 6th order polynomials produced in the
fits shown in Figure 5.6 are, themselves, fit as a function of energy. The fit to each of
these 7 parameters is shown.

just (most of) the direct Cherenkov predicted charge. The late charge is everything else

with 5% of the Cherenkov charge included to account for PMT late pulsing.

µprompt = 0.95µdirect
Cher (5.10)

µlate = 0.05µdirect
Cher + µdirect

sci + µindirect
Cher + µindirect

sci (5.11)

Since all light sources other than direct Cherenkov light have been combined into one

predicted charge, the shape derived from the scintillation only distribution is implicitly

used for all late light. This is a reasonable approximation since the dominant source of

late light is UV florescence, which shares the same time structure as scintillation light.

To calculate the time PDF for a given set of track parameters, the following
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prescription is used.

• Evaluate all 14 of the 6th order polynomials at the given track energy.

• Build the five 4th order polynomials (Cherenkov means, Cherenkov sigmas, scin-

tillation start time, scintillation relative exponential weights, and scintillation

Gaussian smearing) from the parameters extracted in the previous step, and

evaluate them at the appropriate (prompt or late) predicted charge.

• Use the parameters extracted in the previous step to produce the prompt and

late primitive time PDFs

• Combine the Cherenkov and scintillation PDFs to form the full corrected time

PDF.

The prompt and late primitive PDFs are combined using the probabilities that

the PMT was hit by at least one prompt or late photon, both of which are given by the

Poisson distribution,

P(no prompt hit;µprompt) = 1 − P(prompt hit;µprompt) = e−µprompt (5.12)

P(no late hit;µlate) = 1 − P(late hit;µlate) = e−µlate (5.13)

Any PMT that was hit by at least one prompt photon follows the prompt primitive

PDF since the measured time is given by the earliest detected photon; therefore, the

probability for one prompt hit sets the weight, wp, for the prompt time PDF, and its

complement sets the weight, wl, for the late time PDF. Since the time PDF has already

been multiplied by the probability that the PMT was hit by any photon (prompt or

late) in Equation 5.1, only the additional probability of a prompt hit given the presence
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of any hit is needed to set the weights, wp and wl,

wp = P(prompt hit | hit;µprompt(x))

=
1 − P(no prompt hit;µprompt(x))

1 − P(no prompt hit;µprompt(x))P(no late hit;µlate(x))

=
1 − e−µprompt

1 − e−µprompte−µlate
,

wl = 1 − wp.

(5.14)

These weights, together with the Cherenkov and scintillation primitive distributions,

GCher and Gsci, give the full expression for the time PDF,

f(t;x) = wpGCher(tc;E0, µprompt) + wlGsci(tc;E0, µlate). (5.15)

To verify that reasonable results are produced by this method of “parametrizing

the parametrization of the fit parameters,” the resulting PDFs can be compared with

the raw corrected time distributions from which they were produced. These comparisons

are shown for a variety of energies and predicted charges in Figures 5.8 and 5.9.

5.1.3 Likelihood Maximization

The maximization of the likelihood is accomplished by minimizing Equation 5.2.

The minimization is performed by MINUIT [64]. MINUIT takes as input any multi-

dimensional function, and returns a set of best fit parameters. MINUIT is typically

run using the “MIGRAD” minimization method, which uses derivatives of the input

function with respect to the parameters to find the minimum. Unfortunately, the dis-

crete nature of the PMTs causes the derivatives of the likelihood function to behave

unreliably, and often traps the fit in false minima. Instead, the “SIMPLEX” sampling

method is used, which provides much more robust results.

Before MINUIT can begin the fit minimization, an initial set of track parameters

must be provided about which the fit will explore the parameter space. The values

chosen for these seeding parameters can be very important for the more complicated
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(a) Corrected time (ns) for 250 MeV “non-hadronic” pions.

(b) Corrected time (ns) for 600 MeV “non-hadronic” pions.

(c) Corrected time (ns) for 1500 MeV “non-hadronic” pions.

Figure 5.8: The Cherenkov corrected time distributions are compared with the primitive
Cherenkov time parametrization for a variety of energies and predicted charges.
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(a) Corrected time (ns) for 250 MeV “non-hadronic” pions.

(b) Corrected time (ns) for 600 MeV “non-hadronic” pions.

(c) Corrected time (ns) for 1500 MeV “non-hadronic” pions.

Figure 5.9: The scintillation corrected time distributions are compared with the primi-
tive scintillation time parametrization for a variety of energies and predicted charges.
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fitters discussed throughout the remainder of this chapter, but for single track events,

a fit seed that generally points in the direction of the Cherenkov cone is sufficient.

Fortunately, there exists a fast fitter that interprets the observed light as though it were

generated by a point source. The fast fitter provides a reasonable estimate of the track

parameters and is used to seed the fit [63].

5.1.4 Comparison With the Muon Fitter

The charge and time likelihood components have been calculated for muons and

electrons as well [59]. To reconstruct an event, one of the three particle hypotheses

must be chosen. The fitter will interpret the measured light distribution as having been

produced by the hypothesized particle and return corresponding fit parameters.

With hadronic interactions removed, which is how the likelihood tables were cal-

culated, muons and pions propagate in a similar manner. As such, the muon and pion

hypothesis fits produce very similar results. The most notable exception is the kinetic

energy reconstruction. Figure 5.10 shows 600 MeV muons and pions reconstructed with

the muon and straight pion hypothesis fits. For either set of particles, the reconstructed

muon hypothesis energy is shifted 30 MeV, or 5%, lower than the pion hypothesis en-

ergy. For each event, the energy derived from the same tank light distribution varies by

30 MeV when interpreted as either the result of a muon or a pion. Since the size of this

variation is the same as the change in the reconstructed energy of both fitters when the

generated particles are switched from pions to muons, the relative energy reconstruction

from the two fit hypotheses exhibits the correct behavior.

Perhaps the most important reason for creating different fit hypotheses is to

provide a method for particle identification. This is accomplished by fitting each event

with two (or more) different particle hypotheses and comparing the likelihoods (i.e. the

goodness of fit) returned by each fitter. In fits to electrons and muons, the likelihoods

from the electron and muon fit hypotheses differ significantly due to the differences in
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(a) 600 MeV pions with hadronic inter-
actions and decays turned off
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(b) 600 MeV muons with hadronic in-
teractions and decays turned off

Figure 5.10: The reconstructed kinetic energies from both the muon and straight pion
hypothesis fits are shown for 600 MeV pions (left) and 600 MeV muons (right). Hadronic
interactions and decays have been turned off to correspond with conditions used to create
the likelihoods. The 30 MeV gap in the reconstructed energies of the two fit hypotheses
corresponds to the 30 MeV shift in both peaks when the generated pions are replaced
by muons. (Note: All tracks in these plots have been produced at the center of the tank
and point along the z-axis; track energies in this particular configuration reconstruct
about 5% low overall.)

the manner in which each track propagates through the detector as shown in Figures 5.1

and 5.12 [59]. Conversely, pions without hadronic interactions and muons produce very

similar trajectories through the tank. Figure 5.11 shows the logarithm of the likelihood

ratio for fits to muons and non-hadronic pions. The average likelihood ratio for fits to

non-hadronic pions is shifted relative to the ratio for muons, but the size of the shift is

too small to provide any meaningful particle separation. The improvement in particle

identification is the topic of the next section.

5.2 Pion Reconstruction

In the absence of hadronic interactions, pions and muons are nearly indistinguish-

able, as demonstrated in Figure 5.11. Fortunately, pions do interact hadronically, and
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(b) 600 MeV muons and pions

Figure 5.11: A comparison of the muon and straight pion hypothesis fit likelihoods is
shown. The plotted variable is the logarithm of the muon/pion hypothesis fit likelihood
ratio. Muons (red) and pions (black) without hadronic interactions were generated at
300 (left) and 600 MeV (right). For 300 MeV pions, which are more indicative of a
typical CCπ+ pion energy, there is no muon/pion separation. At 600 MeV, the fits to
pions are shifted slightly higher than the fits to muons.

when such an interaction occurs, it produces a very distinct signature. The character-

istic straight pion trajectory experiences a sharp change in direction at the interaction

point. These “kinked” particle tracks offer a measurable characteristic of pion propa-

gation to exploit with the appropriate particle identification algorithm. The hadronic

debris produced in the interaction is almost always below Cherenkov threshold, and

thus contributes only a slight increase to the late time charge distribution. An example

of a typical pion trajectory is given in Figure 5.12.
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Figure 5.12: An event display for a typical pion track is shown. The top plots show the
emission point of every optical photon in the event. The bottom plots give the identity
of each particle emerging from a hadronic interaction or decay. A hadronic interaction
occurs (at z = 100 cm) that emits a sub-Cherenkov proton and causes a sharp “kink”
in the pion trajectory.

5.2.1 Fitting Kinked Tracks

To properly reconstruct pions, the likelihood method described in Section 5.1.1

must be slightly altered. One way to account for the hadronic interactions would be

to regenerate the charge and time likelihood tables with hadronic interactions turned

on. This method, however, would essentially average over the entire space of kinked

trajectories and force the resulting light distributions into a straight line track hypoth-
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esis, thus worsening the resolution on the track energy and direction. Instead, the track

hypothesis is altered to allow for the reconstruction of a kinked track trajectory.

To fit a kinked track trajectory, the initial set of seven track parameters must be

expanded to include four new parameters.

• ∆Eup is the amount of energy lost in the track from the moment it is created

until the hadronic interaction takes place. This quantity characterizes the length

of the upstream portion of the kinked track.

• ∆Ekink is the amount of energy lost by the pion in the hadronic interaction.

This parameter allows the fitter to start the downstream portion of the track

at an energy lower than E0 −∆Eup.

• θdown and φdown specify the direction of the downstream (i.e. post-kink) portion

of the track in tank coordinates.

point
kink

Downstream
Track

Anti!Track

Base Track

Figure 5.13: The composition of a kinked track is shown. The base track provides
the charge prediction for the upstream portion of the track. The anti-track charge
prediction is subtracted from each PMT to remove the downstream portion of the base
track. A third track that begins at the kink point provides the charge prediction for the
downstream portion of the track.

A kinked track is built from a set of three standard straight tracks as shown in

Figure 5.13. The “base track” is created at the event vertex, (X0, Y0, Z0, T0), with an

energy and direction given by E0, θ0, and φ0. Above Cherenkov threshold, the distance

traveled as a function of kinetic energy lost is well approximated as a linear relationship.1
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The value of ∆Eup, therefore, gives the distance along the base track between the event

vertex and the kink point. The time difference is found by integrating the inverse of the

velocity from the kink point to the vertex,

∆t =
1
c

∫ x2

x1

dx

β(x)
=

1
c

∫ x2

x1

dx√
1 − 1/γ(x)2

. (5.16)

Assuming, once again, a linear relationship between the change in kinetic energy and

the distance traveled, x(K) = sK + x0, the integral over distance can be shifted to an

integral over kinetic energy,

∆t =
1
c

∫ K2

K1

s · dK√
1 − m2

(K+m)2

=
sm

c




√(

K + m

m

)2

− 1




K2

K1

. (5.17)

At the kink point, a second track, known as the “anti-track,” is created with a direction

given by θ0 and φ0, and an energy of E0 − ∆Eup. The predicted charges calculated

from the anti-track are subtracted from the base track predicted charges to remove

contributions to the light distribution from the downstream portion of the base track.

Finally, the downstream track is produced at the kink point 4-vertex with an energy

given by, E0 −∆Eup −∆Ekink, and a direction determined by the fit parameters, θdown

and φdown.

The primitive time distributions for the upstream and downstream portions of

the track are combined in a similar manner to the method used for prompt and late

distributions in the straight track fitter. Each light source (prompt and late from both

tracks) must again be prioritized according to the time of flight of its parent track to

a given PMT. In this case, there are two prompt sources of light, one from each track

segment. Priority is given to the segment with the shortest time of flight to the PMT.

For the downstream track, the time of flight is calculated with respect to its center, as is

done in a standard straight track fit. The upstream segment time of flight is calculated
1 To determine the linear relationship between kinetic energy and propagation distance, x(K) =

sK + x0, a Monte Carlo sample of pions without hadronic interactions was produced, and the scatter
plot of stopping distance versus kinetic energy was fit to a straight line between 100 and 800 MeV.



78

from the kink point.2 In this way, the downstream prompt time distribution is given

priority in all PMTs located in the half sphere pointed to by the downstream track.

The late time light sources for both tracks are always prioritized last, and are combined

by averaging the respective PDFs.

Using these criteria to define the “near” (n), “far” (f), and “late” (l) no-hit

probabilities,

P̄n ≡ Pn(no hit;µprompt,n(x)) = e−µprompt,n (5.18)

P̄f ≡ Pf (no hit;µprompt,f (x)) = e−µprompt,f (5.19)

P̄l ≡ Pl(no hit;µlate(x)) = e−µlate , (5.20)

the weights for each of the PDFs are given by

wn =
1 − P̄n

1 − P̄nP̄f P̄l
(5.21)

wf =
1 − P̄f

1 − P̄f P̄l
(1 − wn) (5.22)

wl = 1 − wn − wf , (5.23)

and the full expression for the time PDF is

f(t;x) = wnGCher(tcn;En, µprompt,n)+wfGCher(tcf ;Ef , µprompt,f )+wlĜsci(t̂c;E0, µlate,tot).

(5.24)

5.2.2 Fit Seeding

The seeding of the kinked fitter begins with a straight track fit. The result of

the straight fit is assumed to point at either the filled-in ring of the downstream track

or the open ring formed by the upstream track segment. To determine the direction
2 The corrected time for the upstream track is still calculated with respect to the center of the base

track. The predicted prompt charge on a PMT depends only on the portion of the track from which it
was created, so although the predicted charge contributions from the post-kink section of the base track
have been removed in the anti-track subtraction, the time PDFs calculated in the non-subtracted PMTs
still require the same definition of corrected time used to build the charge dependent time likelihood
tables.
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of the other ring, a downstream track segment is attached to the straight track fit

result, and a scan of the downstream directions is performed over 100 equally spaced

directions. At each point in the scan, the likelihood function is evaluated at several

energies, ranging from one to two times the one track fit energy, and each energy is

divided between the upstream and downstream portions of the track in several different

fractions. This process is repeated under the assumption that the straight track fit

instead found the downstream track segment. The best likelihood returned by both the

upstream and downstream scans determines the seed point for the fit. A sample fit is

shown in Figure 5.14.

A scan of the angular phase space is conducted to avoid starting the fit near a

local, but not global, minimum. The shape of the likelihood surface gets significantly

altered in the presence of another ring, so there is much more potential for the fitter to

get trapped in the wrong part of phase space. A scan coarsely surveys the phase space

in its entirety, and provides the fitter with the best opportunity to correctly reconstruct

the event.

5.2.3 Particle Identification

The separation ability of the kinked pion fitter is displayed in Figure 5.15. The

reconstructed pion peak is shifted relative to the reconstructed muons. More signifi-

cantly, the pion distribution has a much larger tail of events that extend away from

the muon portion of the likelihood ratio. These are events where kinked trajectories

occurred and were successfully found by the fitter. The peak region is mostly composed

of lower energy pions that may not have developed a kink, or produced downstream

portions that are near or below the Cherenkov energy threshold. A small population

of muon events extend into the pion region as well. Although muons do not interact

hadronically, it is possible to produce kink-like trajectories over small distances via hard

Coulomb scattering. The kinked hypothesis will fit these events much better as well.
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Figure 5.14: The event in Figure 5.12 has been fit with a muon hypothesis (red line), a
straight pion hypothesis (magenta line), and a kinked pion hypothesis (black line). The
straight fitters underestimate the track energy by more than 30%. The kinked fitter
provides an energy estimate that is about 10% low, which is near the edge of the energy
resolution.

The µ/π separation provided by the kinked pion fitter is not perfect. There is no

ideal location to place a cut that would reject a large population of muons while retaining

a significant fraction of pions. The goal of this analysis, however, is to reconstruct events

with both a muon and a pion present, and to determine the identity of each track. In that

case, the separation power indicated by Figure 5.15 is doubled, and the probability that

at least one track travels a significant distance, and thus increases the discriminating

power of the fitters, is increased.
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Figure 5.15: The straight muon and kinked pion likelihood ratios are shown for muons
(red) and pions (black) with full hadronic interactions and decays. The particles were
generated from a flat kinetic energy distribution ranging from 50 to 450 MeV to more
closely represent the true pion energy spectrum of CCπ+ events. Unlike the 300 MeV
straight fitter comparison in Figure 5.11, there is now clear separation in the muon and
pion peaks, and a large excess of pion events is seen along the high side tail.

5.2.4 Fit Resolution

Although the main motivation for developing a kinked track fitter was to provide

a means for separating muons from pions, the improved modeling of pion trajectories

results in superior event reconstruction. The energy resolutions from both the straight

and kinked pion fitters are shown in Figure 5.16(a). The straight pion fitter recon-
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structs pion energies 10% low, whereas the kinked fitter resolution function peaks at

zero. In addition, the “shoulder” feature just below the peak of the resolution function,

where the reconstructed energy underestimates the true pion energy, is reduced by the

kinked pion fitter. The two-dimensional plot of the resolution versus the true energy

in Figure 5.16(b) shows that the shoulder comes from higher energy pions that can

produce multi-kink events and cause larger pion energy losses at each kink. The pion

direction reconstruction is also significantly improved with the kinked fitter, as shown

in Figure 5.17. The event populations in each of the first few bins of the angle between

the reconstructed and true directions are nearly doubled in the kinked fitter relative to

the straight fitter.

5.3 The CCπ+ Fitter

With the ability to reconstruct charged pions, a full CCπ+ fitter is formed by

simultaneously fitting for a straight muon and a kinked pion. A CCπ+ fit has 14

parameters:

• (X0, Y0, Z0, T0): the event 4-vertex

• Eµ: the initial energy of the muon track

• (θµ, φµ): the initial direction of the muon track

• Eπ: the initial energy of the pion track

• (θπ, φµ): the initial direction of the pion track

• ∆Eup: the energy lost by the pion track before the kink

• ∆Ekink: the energy lost by the pion track in the kink

• (θdown, φdown): the direction of the downstream segment of the pion track
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Figure 5.16: The reconstructed pion energy resolution is shown for both the straight
and kinked pion fitters (left). The kinked fitter resolution is also plotted versus the
true pion energy (right). The two-dimensional plots indicate that the low fit energy
“shoulder” is caused by higher energy pions. The low energy shoulder is significantly
reduced in the kinked fitter, and rather than being 10% low, as is the case with the
straight fitter, the peak of the kinked fitter resolution function is centered at zero.

Just as in the kinked pion fitter, the predicted charges from all track segments (upstream

pion, downstream pion, and muon) are summed to get the total predicted charge for

each PMT. The time PDF follows the same prescription given in Equations 5.21-5.24,

with an additional prompt source from the muon that is prioritized according to the

photon time of flight from the center of the track to the PMT.
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Figure 5.17: The angle between the reconstructed and true pion directions is shown for
both the straight and kinked pion fitters. The population in the lowest few bins where
the properly reconstructed events lie is nearly twice as large for the kinked fitter.

5.3.1 Fit Seeding

Each CCπ+ event is assumed to have three Cherenkov rings from the three track

segments in the event: the upstream pion segment, the downstream pion segment, and

the muon track. Each ring is found in succession using intermediate two and three

track likelihood functions. The three tracks are then pieced together in several different

pairings to create the kinked pion track and the straight muon track. The pairing that

produces the best likelihood is used to seed the CCπ+ fitter.

The first of the three rings is found by performing a one track fit. The results of

the fit are frozen in place, and a scan for a second track is performed over 100 equally
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spaced directions. At each scan point, a two track likelihood function is evaluated, and

the configuration that gives the best likelihood value sets the direction of the second

track. The one track fit result is held in place during the likelihood scan to effectively

cancel out the prompt predicted charge from the first Cherenkov ring. This minimizes

the effect of the first ring on the shape of the likelihood surface during the scan for the

second ring. The two track scan point that returns the best likelihood value is used to

seed a full two track fit. The two track fit adjusts both directions and redistributes the

amount of energy in each track. This process is repeated by freezing the result of the

two track fit and scanning for a third track using a three track likelihood function. The

result of the scan seeds a full three track fit.

The likelihood scans are not very sensitive to the energy chosen for the new track.

The energy mainly just sets the prediction for the diameter of the Cherenkov ring, so the

scan will usually locate a ring even if the predicted diameter is incorrect. The excess

light generated by an energy overestimate, for example, results in a worse likelihood

than the proper energy would have produced, but this extra energy is present at all

scan points so the relative likelihoods are mostly unaffected. For the two track scan,

an energy of 200 MeV has been chosen, which is near the average pion energy in CCπ+

events. In the three track scan, the remaining unidentified track typically has a lower

energy than the tracks returned by the two track fit, so the scan energy placed midway

between the lower of the two found tracks and 60 MeV, which is slightly above the pion

Cherenkov energy threshold.

Although the choice of the scan track energy has little effect on the ability of the

scans to find the proper track directions, it can affect the energy reconstruction. At each

intermediate fit stage, the seed track directions and event vertex have been determined

much more precisely than the track energies. The energies from previous fits are usually

overestimates of the true ring energies to account for some of the additional unfit light

in the event, and the scan energy is an ad hoc choice. Since there is no convenient
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way to specify to MINUIT which variables have better seed values than others, a fit is

performed where only the track energies are varied before the full two or three track

fit is performed. The final muon resolution from the full CCπ+ fitter is shown with

and without an extra energy fit stage in Figure 5.18. The extra energy fits improve the

correlation between fit and true energies, and the peak is shifted closer to zero.
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Figure 5.18: The muon energy resolution is shown for the default Monte Carlo, and the
Monte Carlo absent the extra energy fit (EFit) stages of the fit seeding process. The
lower plot shows the ratio of the two distributions. The EFit Monte Carlo has a smaller
width, and the peak is shifted closer to zero.

Once three tracks are found that characterize the Cherenkov rings in the event,

they are combined to form a straight muon and a kinked pion. In a CCπ+ event, two

of the tracks found in the three track fit point to rings that are properly characterized

by the likelihood tables, the muon ring and the downstream pion ring. The other

track points to the upstream pion ring, which is the result of a track segment, and



87

therefore not a filled in ring. Since the reconstructed track energy is mostly driven

by the outer diameter of the ring, the straight track approximation of this ring only

slightly underestimates the total pion energy to compensate for the missing charge at

the center of the ring. Therefore, as the three tracks are combined, only pairings where

the downstream pion track has a lower energy than the upstream pion track are allowed.

This reduces the number of possible groupings to three. Each of these three seeds is

passed to the full CCπ+ fitter, and the fit that produces the best likelihood is chosen.

A series of event displays for each step of the seeding and fit procedure are shown in

Appendix A.

5.3.2 Fit Results

The kinetic energy resolutions for the muon and pion tracks are given in Fig-

ure 5.19. The muon kinetic energy has a small tail at low reconstructed energy due

to µ/π mispairing.3 The reconstructed pion kinetic energy has the same low energy

shoulder from high energy particles seen in the pion-only fit in Figure 5.16(a). In ad-

dition, the fitter tends to place about 5% too much energy in the muon track at the

expense of the pion track.

Although the pion energy fit is more accurate at low track energies, the opposite is

true for the reconstructed pion direction. The track direction reconstruction relies on the

existence of a well defined Cherenkov ring from the upstream pion track segment. 20% of

the generated pion kinetic energy spectrum lies below 70 MeV. This corresponds to an

above-Cherenkov propagation distance of less than 10 cm, which is typically insufficient

to determine the direction. For comparison, only 1% of muons are generated below

70 MeV. In addition, the pion interaction length in mineral oil is approximately 1 m [1],

which means 10% of all pions will have upstream segments shorter than 10 cm. The
3 The pairing is determined by forming the angle between reconstructed and true track directions

for all four such pairings (µrec/µtrue, πrec/πtrue, µrec/πtrue, and πrec/µtrue). If the smallest angle is
between like particles (µrec/µtrue or πrec/πtrue), then the event is said to be paired correctly.
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Figure 5.19: The kinetic energy resolution is shown for muons (left) and pions (right)
for all signal events and correctly paired signal events. Most of the low fit energy muon
tail is due to mispaired events. The pion distribution shows the same reconstructed low
energy shoulder seen in the pion-only fit in Figure 5.16(a).

fitter reconstructs pions to within 300 mr of the true direction 50% of the time, and the

µ/π misidentification rate is 20%.

The ability of the fitter to correctly reconstruct both the muon and the pion

directions is shown in Figure 5.20. The reconstructed angle between the muon and

pion is plotted against the larger of the two reconstructed/true angles. A perfect fitter

would place all events in the lowest column where both reconstructed/true angles are

zero, which has the largest population of events in Figure 5.20. The other significant

event population is along the diagonal of the plot. These are events where the fitter has

misidentified the muon as a pion and vice versa. In such cases, the angle between both

the true and reconstructed muon and the true and reconstructed pion will be roughly
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equivalent to the reconstructed µ/π angle.
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Figure 5.20: The reconstructed angle between the muon and pion directions is shown
versus the larger (i.e. worse reconstructed) of the two reconstructed/true angles,
θ(µrec, µtrue) and θ(πrec, πtrue). The events in the left-most columns represent events
where both tracks have been properly reconstructed. The events where the tracks have
been misidentified appear along the diagonal.

5.3.2.1 Neutrino Energy

With reconstructed energies and directions for the both the muon and the pion,

the energy of the incident neutrino can be determined. Assuming the target nucleon

is at rest and the remaining, unmeasured final state particle is a nucleon, the neutrino

energy is specified by 4-momentum conservation,

Eν =
m2

µ + m2
π − 2mN (Eµ + Eπ) + 2pµ · pπ

2 (Eµ + Eπ − |pµ| cos θν,µ − |pπ| cos θν,π − mN )
, (5.25)

where mp, Ep, pp, and |pp| are the mass, energy, 4-momentum, and 3-momentum magni-

tude of particle p in the detector frame, and θν,µ(θν,π) is the angle between the directions

of the muon(pion) and the neutrino. The neutrino direction is determined by the event

vertex location and the mean neutrino emission point from the beam Monte Carlo pre-

diction, although the large distance between the beam and the detector means this
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angle is never larger than one degree. The comparison between reconstructed and true

neutrino energy is given in Figure 5.21. The resolution is 15% over most of the sensitive

range, with a slight increase at the highest energies.
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Figure 5.21: The comparison of reconstructed and true neutrino energy is shown (left)
along with the Gaussian widths of the energy resolution distribution as a function of
true neutrino energy (right). The resolution is about 15% over most of the energy range
to which the analysis is sensitive.

The inability of the fitter to properly reconstruct all pion directions has little

impact on the neutrino energy reconstruction. These misreconstructed events are domi-

nated by low energy pions and events where the muon and pion tracks were misidentifed.

The neutrino energy calculation becomes less sensitive to the reconstructed pion direc-

tion as the pion energy is reduced. Events with misidentified tracks that are otherwise

well reconstructed will produce nearly the same neutrino energy, since muons and pions

have similar masses.
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5.3.2.2 ∆ Mass

By making the aforementioned assumptions required to calculate the neutrino en-

ergy, the kinematics of the interaction are fully specified. Previous attempts to measure

CCπ+ interactions by reconstructing only the muon required the additional assumption

that the recoiling nucleon was an on-shell ∆ baryon [65]. Since the width of the ∆

resonance is about 10% of its mass, this assumption results an irreducible contribution

neutrino energy resolution. By measuring the pion as well, the ∆ mass constraint has

been removed in the present analysis.

The absence of a ∆ mass constraint means that the π+ + N invariant mass,

which is dominated by the ∆ resonance mass, can be measured. Figure 5.22 shows the

reconstructed π++N mass, as well as a breakdown of the background composition. The

fact that the CCQE background events peak sharply near threshold lends credence to

the quality of the reconstruction since those events typically do not produce a pion. A

comparison of reconstructed data and Monte Carlo with full systematic errors is given

in Figure B.19.

5.3.2.3 Q2

The final variable measured in this analysis is the 4-momentum transfer, q, from

the leptonic current to the hadronic portion of the decay, which is characterized by its

relativistic invariant, Q2 = −q2. Since Q2 is a property of the exchanged W boson,

it is completely specified by the change in the leptonic current. However, this also

means that, unlike the neutrino energy calculation, the reconstructed Q2 distribution

is quite sensitive to µ/π misidentification. Figure 5.23(a) shows the fractional error

in the reconstructed Q2 distribution, normalized in columns of true Q2. Most of the

columns peak near zero, but at high Q2, a second population of events appears in which

the fit underestimates the true Q2. These are events that are dominated by a high
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Figure 5.22: The reconstructed Monte Carlo π++N distribution is shown in the left plot
for signal and background events. On the right, the background distribution is divided
into CCQE background events, and all other backgrounds. Since the CCQE events do
not contain a pion, they are peaked near threshold (mπ + mN ). The definition of signal
events is given in Section 6.2.

energy muon that has been misidentified as a pion, giving the impression that most

of the neutrino momentum was transferred to the hadronic system. The resolution for

correctly identified events is given as a function of true Q2 in Figure 5.23(b).
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Figure 5.23: The fractional error is plotted versus true Q2 (left) where each true column
has been normalized to one to highlight the population of misidentified events at high
true Q2, and low fit Q2. The Gaussian width of the resolution distribution for events
with correctly identified tracks is also shown (right).



Chapter 6

CCπ+ Cross Section Analysis

The most fundamental quantities that can be measured in a particle interaction

are the frequency with which the interaction takes place and the kinematics of the

initial and final state particles. The results of these measurements are most conveniently

expressed as cross sections. The cross section, σ, is defined as the ratio of the number

of interactions, N int, to the product of the number of interaction targets, Ntarg, and

the flux, Φ, which is the number of incident neutrinos per unit area,

σ =
N int

NtargΦ
. (6.1)

6.1 Cross Section Definitions

A cross section can be measured as a function of any variable in the interac-

tion. There is, however, an important distinction to be made between initial and final

state variables. A cross section measured in terms of an initial state variable, such as

neutrino energy, still gives the probability that an interaction takes place; it just ex-

presses that probability separately for each value of the initial state variable. A cross

section measured as a function of a final state variable, such as muon kinetic energy, is

a fundamentally different quantity that encapsulates not only the probability that the

interaction takes place, but also the additional probability that the resulting muon has

a particular energy. By definition, the integral over all possible muon energies restores
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the original interaction probability, and, therefore, cross sections expressed in terms of

a final state variable, v, are derivatives with respect to v: ∂σ/∂v.

To perform a cross section measurement, the initial and final state dependencies

of the other quantities in Equation 6.1 must be taken into account as well. The flux

cannot be meaningfully expressed in terms of final state variables. For example, it is not

possible to separate the number of incident neutrinos per unit area into bins of outgoing

muon direction. With respect to initial state variables, the flux is an aggregate quantity

(that is, the flux over an infinitesimal interval, du, of an initial state variable, u, is

half as large as the flux over twice the interval, 2du), and so, to recover the flux, the

differential flux must be integrated over the desired interval,

Φ (umin;umax) =
∫ umax

umin

∂Φ
∂u

du. (6.2)

The number of interactions is an aggregate quantity with respect to both initial and final

state variables. Put another way, the fraction of events in, for example, a given range

of both neutrino energy and muon kinetic energy is well defined, and all such fractions

must sum to the total number of interactions. After implementing these dependencies,

Equation 6.1 can be written in its most general form in terms of M initial state variables,

u1 . . . uM , and N final state variables, v1 . . . vN ,

N int = Ntarg

∫

u1

· · ·
∫

uM

∫

v1

· · ·
∫

vN

∂σ(u1, . . . , uM )
∂v1 . . . ∂vN

dv1 . . . dvN
∂Φ

∂u1 . . . ∂uM
du1 . . . duM

=
∫

u1

· · ·
∫

uM

∫

v1

· · ·
∫

vN

∂N int

∂v1 . . . ∂vN∂u1 . . . ∂uM
dv1 . . . dvNdu1 . . . duM .

(6.3)

Cross section measurements are, by necessity, performed over finite intervals of

the initial and final state variables. In order to measure a cross section in a bin, i, of

an initial state variable, u, all integrals other than the integral over u in Equation 6.3

must first be performed. The final state variable integrations are straightforward. They

simply return the initial state N int derivatives on the second line of Equation 6.3, and
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the total cross section on the first line, since the flux dependence can be factored out

of all final state integrals. The initial state integrals must be treated more carefully,

since both the cross section and the flux must be integrated together. This results in

a cross section that is averaged over the flux shape in the initial state variables, as will

be described momentarily via Equation 6.5. The remaining integral over u is performed

over each bin. The number of events in bin i, N int
i , can then be expressed as

N int
i = Ntarg

∫ ui,max

ui,min

σ(u)
∂Φ
∂u

du = Ntarg

〈
σ
∂Φ
∂u

〉

i

∆ui, (6.4)

where
〈
σ ∂Φ

∂u

〉
i
is the average value of the integrand over bin i, and ∆ui is the bin width

(i.e. ui,max − ui,min). The average value of the differential flux within the bin my be

factored out of
〈
σ ∂Φ

∂u

〉
i
, leaving only the flux shape in the average,

〈
σ
∂Φ
∂u

〉

i

∆ui =
(〈

∂Φ
∂u

〉

i

∆ui

)〈
σ
∂Φ
∂u

/

〈
∂Φ
∂u

〉

i

〉

i

≡ Φi 〈σ〉Φi
. (6.5)

Φi is the integrated flux over bin i, and 〈σ〉Φi
is called the “flux averaged” cross section in

bin i. Any cross section measurement is necessarily averaged over the shape of the flux

in each measured bin; therefore, in the following sections we will drop the cumbersome

notation 〈σ〉Φi
, and instead use σ(ui). Substituting Equation 6.5 into Equation 6.4 gives

the final expression for the flux averaged cross section in bin i of an initial state variable,

σ(ui) ≡ 〈σ〉Φi
=

N int
i

NtargΦi
. (6.6)

As mentioned previously, σ(ui) is also implicitly flux averaged over the full range of all

other initial state variables.

To perform a cross section measurement in a bin, i, of a final state variable,

v, all integrals in Equation 6.3 are performed except for the integral over v, which is

performed separately in each bin,

N int
i = NtargΦ

∫ vi,max

vi,min

〈
∂σ

∂v

〉

Φ

dv = NtargΦ
〈
∂σ

∂v

〉

i,Φ

∆vi. (6.7)
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Once again, the integrals over the initial state variables yield a flux averaged cross

section times the integrated flux, and the right side has been rewritten in terms of the

average integrand over the bin. The final expression for the differential cross section is

then
∂σ

∂v
(vi) ≡

〈
∂σ

∂v

〉

i,Φ

=
N int

i

∆viNtargΦ
, (6.8)

where the explicit flux and bin averaging notation has been dropped, as was done in

Equation 6.6.

In general, the cross section can be measured in bins of any number of initial

and final state variables. The generalization of the expressions in Equations 6.6 and

6.8 to multidimensional cross section measurements is achieved by separating one ad-

ditional integral in Equation 6.3 into bins. The explicit form for each of the three

two-dimensional cases are as follows:

∂2σ

∂v1∂v2
(v1i, v2j) =

N int
ij

∆vi∆vjNtargΦ
(6.9)

∂σ

∂v
(ui, vj) =

N int
ij

∆vjNtargΦi
(6.10)

σ(u1i, u2j) =
N int

ij

NtargΦij
(6.11)

6.2 Defining the Signal: “Effective” CCπ+ Events

In nuclear media, interaction processes must be carefully defined. A neutrino can

interact with a quark, a nucleon, or a collection of several nucleons. In addition, as

the particles created in the initial interaction travel through the nucleus, other types of

interactions can take place such as pion absorption and charge exchange (π+n → π0p).

Regardless of the details of the goings on inside the nucleus, only the characteristics

of particles that exit the nucleus are accessible to experiment. Of course, it is possible

to use a simulation of the various types of targets and nuclear effects to attempt to

extrapolate the measured quantities back to the initial interaction, but such a result
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would fold in quite a bit of model dependence, and an experimental measurement is

typically not the place for such an extrapolation.

In the results that follow, an “effective” CCπ+ event is defined as any νµ interac-

tion that produces a set of particles exiting the nucleus with the following composition:

• one and only one µ−

• one and only one π+

• any number of protons and neutrons (including zero)

• any number of multi-nucleon states (including zero)

• any number of photons (including zero)

The presence of both the µ− and π+ particles is a necessary requirement for CCπ+

interactions. In coherent interactions, it is possible for the final state to contain no

additional particles. Resonant interactions eject either a proton or neutron from the

nucleus, and in some cases the remainder of the nucleus may be broken apart as well,

which can produce other multi-nucleon fragments in the final state. Photons were

allowed in the final state to avoid setting an arbitrary energy cut-off to differentiate

between radiative and non-radiative events, and because radiative corrections were not

implemented in the Monte Carlo simulation.

6.3 Event Selection

To perform cross section measurements, a sample of CCπ+ events must be isolated

from the data. As described in section 3.5, data from the photomultiplier tubes (PMTs)

are collected in a 19.2 µs time window, which begins 4.6 µs prior to the arrival of the

1.6 µs beam pulse. These data contain two main sources of background: cosmic rays and

electrons from stopped muon decays (called “Michel” electrons). By requiring less than

6 hits from PMTs in the veto region, 99.987% of cosmic rays that enter the detector in
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the beam time window are rejected [28]. The Michel electron contamination comes from

cosmic ray muons that enter the tank before the beginning of the beam time window

and decay while data are being recorded. The maximum energy for an electron from a

stopped muon decay is 52.8 MeV, which results in many less PMT hits than are created

in a typical neutrino interaction. Requiring more than 175 tank hits mostly removes

the Michel background. Figure 6.1 shows that after imposing the veto hits and tanks

hits cuts, essentially all non-beam-related background is eliminated.

Figure 6.1: The plot shows the average hit time distribution for the first subevent (i.e.
the first arrival of PMT hits) with no cuts (black), after requiring more than 200 hits
in the tank region (red), after requiring less than 6 hits from PMTs in the veto region
(green), and with both the tank and veto hits applied simultaneously (blue). The veto
hits cut removes all events that contain particles entering or exiting the tank, and the
tank hits cut removes the exponentially falling background due to decays of stopped
cosmic muons that entered the tank prior to the event time window. These two cuts
remove essentially all of the beam-unrelated background. Note that in the present
analysis, very few Michels satisfy the three subevent cut, so the tank hits cut has been
relaxed to 175.

Isolating effective CCπ+ events from other neutrino induced backgrounds can also

be accomplished simply and effectively. The PMT hits in each event are separated into

time slices called subevents. A subevent is created for any group of 10 or more hits
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that have no more than two 20 ns gaps between them, and spacings no larger than

10 ns otherwise. The effective CCπ+ analysis requires exactly three subevents: one for

the simultaneous muon and pion created in the initial neutrino interaction, one for the

Michel electron from the decay of the stopped muon, and one for the Michel electron

from the π+ → µ+ → e+ decay chain. Muons created in stopped pion decays have a

kinetic energy of only 4.1 MeV and therefore rarely produce any light.

Most event types with comparable event rates to CCπ+, as described in Table 4.6,

are greatly reduced by the three subevents requirement. The vast majority of CCQE

events are eliminated, since they typically produce only one Michel electron, which cor-

responds to two subevents. NCEL events produce one subevent, CCπ0 events produce

two subevents, and high multiplicity interactions such as CCmultiπ and CCDIS usually

produce more than three subevents. The efficiencies for signal and background events

for various combinations of cuts are given in Tables 6.1 and 6.2, respectively.

In addition to the aforementioned tank and veto hits cuts used for the initial

neutrino interaction, cuts are imposed on the number of tank and veto hits in the second

and third subevents as well. The same veto hits cut imposed in the first subevent is

used for subevents 2 and 3 to ensure that neither subevent was caused by a cosmic

ray. In effective CCπ+ events, both subsequent subevents are from Michel electrons, so

each is required to have less than 200 tank hits. The effect of these cuts on the second

subevent is shown in Figure 6.2.

The final set of cuts are designed to eliminate events that occur too close to the

edge of the detector. Rather than define a fixed fiducial volume, events are cut based

on the distance between the tank wall and the event vertex along the trajectory of

either of the two reconstructed particles. Particles that are pointed at the tank wall are

poorly reconstructed. They deposit Cherenkov light in very few tubes, which allows the

fitter to freely vary the energy without incurring much of a penalty in the likelihood

function. Conversely, events that occur very close to the tank wall with inward pointing
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Figure 6.2: The tank hits distribution is shown for the second subevent before and after
requiring less than 6 hits in the veto. The Michel electron peak is mostly unaffected,
while the large tail from entering comic rays is mostly removed.

particles can be reconstructed quite well since light in the backward direction is not

very important in determining particle energies and directions. The distance between

the event vertex and tank wall is required to be at least 150 cm along both the muon

and pion trajectories. The effect of this cut is shown in Figure 6.3.

After all cuts, 67,318 events are seen in the data with a signal efficiency of 16.9%.

The sample has a purity of 87.2%, and the largest backgrounds (listed by percentage

of the total sample) are from Nuance CCmultiπ events (4.0%), Nuance CCQE events

(3.3%), and Nuance CCπ+ events (1.7%). The complete list of signal and background

compositions by Nuance process are given in Tables 6.1 and 6.2, respectively.
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Table 6.1: The signal efficiency and purity are shown after each successive analysis cut.
The additional rows give the distribution of signal events according to generated Nuance
process (see Section 4.2). The final three rows list the three components of the CCπ+

population separately. Note that Nuance CCπ+ events are not equivalent to effective
CCπ+ events as defined in the cross section measurement. The cuts below are defined
as follows: veto hits < 6 and tank hits > 175 in the first subevent (H1), exactly 3
subevents (S3), veto hits < 6 and tank hits < 200 in the second and third subevents
(H23), and vertex/wall distance along the muon and pion trajectories > 150 cm (WD).

No Cuts H1 H1+S3 H1+S3+H23 H1+S3+H23+WD
Signal Efficiency 1.000 0.475 0.232 0.196 0.169
Signal Purity 0.187 0.236 0.605 0.863 0.872
Signal Composition No Cuts H1 H1+S3 H1+S3+H23 H1+S3+H23+WD
CCπ+ 0.959 0.962 0.959 0.959 0.961
CCQE 0.019 0.020 0.023 0.023 0.023
CCπ0 0.008 0.009 0.009 0.009 0.009
CCmultiπ 0.004 0.004 0.004 0.004 0.004
CCDIS 0.009 0.005 0.004 0.004 0.003
other 0.001 0.000 0.001 0.001 0.000
CCπ+ Components No Cuts H1 H1+S3 H1+S3+H23 H1+S3+H23+WD
νp → µ−pπ+ 0.750 0.761 0.766 0.767 0.764
νn → µ−nπ+ 0.136 0.134 0.126 0.124 0.124
νA → µ−Aπ+ 0.073 0.066 0.068 0.068 0.072

6.4 Cross Section Measurements

The effective CCπ+ analysis includes measurements of the cross section in terms

of several variables. Since the incident neutrino flux can be almost completely charac-

terized by its energy spectrum, the cross section has been measured as a function of

neutrino energy. The other one dimensional measurements are differential cross sections

as a function of various final state variables that describe the muon and pion energies and

directions and Q2. Since these one dimensional measurements are necessarily averaged

over the full neutrino energy spectrum, a corresponding two dimensional measurement

of each variable is made in bins of neutrino energy. Finally, the energy and direction are

measured together for both the muon and pion in two double differential cross section

measurements. The full list of measured cross sections is as follows:
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Table 6.2: The background acceptance and the level of background contamination of
the signal sample are given after each successive analysis cut. The additional rows
give the distribution of background events according to generated Nuance process (see
Section 4.2). Note that Nuance CCπ+ events are not equivalent to effective CCπ+ events
as defined in the cross section measurement. The cuts below are defined as follows: veto
hits < 6 and tank hits > 175 in the first subevent (H1), exactly 3 subevents (S3), veto
hits < 6 and tank hits < 200 in the second and third subevents (H23), and vertex/wall
distance along the muon and pion trajectories > 150 cm (WD).

No Cuts H1 H1+S3 H1+S3+H23 H1+S3+H23+WD
Background Acceptance 1.000 0.354 0.035 0.007 0.006
Background Contamination 0.813 0.764 0.395 0.137 0.128
Background Composition No Cuts H1 H1+S3 H1+S3+H23 H1+S3+H23+WD

CCmultiπ 0.017 0.020 0.076 0.295 0.309
CCQE 0.488 0.611 0.597 0.244 0.254
CCπ+ 0.071 0.094 0.110 0.128 0.131
CCmesonB 0.008 0.007 0.025 0.089 0.090
CCDIS 0.010 0.007 0.027 0.106 0.080
CCπ0 0.048 0.059 0.066 0.059 0.061
ν̄ 0.005 0.006 0.006 0.009 0.010
other 0.353 0.196 0.093 0.070 0.065

• the average cross section in bins of neutrino energy, σ(Eν)

• the differential cross section in Q2, ∂σ/∂(Q2)

• the differential cross section in muon kinetic energy, ∂σ/∂(KEµ)

• the differential cross section in the cosine of the muon-neutrino angle, ∂σ/∂(cos(θµ,ν))

• the differential cross section in pion kinetic energy, ∂σ/∂(KEπ)

• the differential cross section in the cosine of the pion-neutrino angle, ∂σ/∂(cos(θπ,ν))

• the differential cross section in Q2, measured in bins of neutrino energy, ∂σ(Eν)/∂(Q2)

• the differential cross section in muon kinetic energy, measured in bins of neutrino

energy, ∂σ(Eν)/∂(KEµ)
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Figure 6.3: The data/Monte Carlo comparisons of the muon and pion trajectory tank
wall distances are presented. The bottom panels show the data/Monte Carlo ratio. A
cut is placed on both distributions to remove events below 150 cm.

• the differential cross section in the cosine of the muon-neutrino angle, measured

in bins of neutrino energy, ∂σ(Eν)/∂(cos(θµ,ν))

• the differential cross section in pion kinetic energy, measured in bins of neutrino

energy, ∂σ(Eν)/∂(KEπ)

• the differential cross section in the cosine of the pion-neutrino angle, measured

in bins of neutrino energy, ∂σ(Eν)/∂(cos(θπ,ν))

• the double differential cross section in the cosine of the muon-neutrino angle

and the muon kinetic energy, ∂2σ/∂(cos(θµ,ν))∂(KEµ)

• the double differential cross section in the cosine of the pion-neutrino angle and
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the pion kinetic energy, ∂2σ/∂(cos(θπ,ν))∂(KEπ)

The following discussion will present the measurement technique used for all cross

section measurements in terms of the muon kinetic energy measurement. In certain sec-

tions, the treatment of the bivariate cross section measurements may require additional

discussion, and the cos(θµ,ν) versus KEµ distributions will be used to illuminate the

discussion as required. For the sake of brevity and to clearly describe the analysis

procedure, the full details of all measurements are relegated to the appendices.

6.4.1 Event Rate Corrections

The expression for the differential cross section in Equation 6.8 is written in terms

of the number of interactions in a final state bin, i. In practice, the true number of in-

teractions is not directly accessible to experiment. The histogram measured in the data,

Di, will typically contain backgrounds, as well as inefficiencies due to detector perfor-

mance and analysis cuts. The signal efficiency, εi, and the background distribution, Bi,

are both estimated from the Monte Carlo simulation. Assuming perfect detector resolu-

tion, the number of observed interactions, N int
i , can be replaced by these experimental

quantities,
∂σ

∂v
(vi)perfect resolution =

(Di − Bi)/εi
∆viNtargΦ

. (6.12)

Of course, the detector does not actually have perfect resolution. The complete expres-

sion for the differential cross section requires one additional ingredient: data unfolding.

6.4.2 Data Unfolding

Due to biases and imperfect resolution in the event reconstruction, the event

distributions measured in the data do not accurately represent the underlying “true”

distributions. For example, as shown in Figure 5.16(b), the pion energy reconstructed

by the CCπ+ fitter is systematically high at low true energy, and falls below the true
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energy as the energy increases. Since these biases are modeled in the Monte Carlo, it is

possible to “unfold” any bin migration effects.

The Monte Carlo bin migration matrix for a given variable, v, is constructed

by forming a two dimensional histogram of the reconstructed value of v versus the

true value, and normalizing each true column to unity as illustrated in Figure 6.4.

Each element, Bij , in the bin migration matrix represents the probability that an event

generated with a value of v in bin j will be reconstructed in bin i. By definition,

N int
j =

∑

i

BjiTi, (6.13)

where N int
i is the reconstructed distribution and Tj is the true distribution.

The goal of unfolding is to perform the opposite task of Equation 6.13. An opera-

tor, Mij , must be obtained that transforms the background subtracted data distribution

into the inferred true distribution (Ii),

Ii =
∑

j

Mij(Dj − Bj). (6.14)

The most obvious choice for the unfolding matrix is the inverse of the bin migra-

tion matrix. Unfortunately, this unfolding technique is highly unstable, because the bin

migration matrix is not very well behaved, and is often singular. In addition, large sta-

tistical fluctuations in the off-diagonal elements of Bij get incorporated in the diagonal

elements of B−1
ij , which produce large fluctuations in the results [66].

To avoid these issues, the unfolding matrix is formed from the same reconstructed

versus true histogram used to construct the bin migration matrix, except that instead

of normalizing the true columns of the histogram, each reconstructed row is normalized

to unity. The result is a matrix, Mij , where each element gives the probability that an

event in reconstructed bin j was produced in true bin i, which satisfies the condition of

Equation 6.14. An example of the unfolding, bin migration, and reconstructed versus

true matrices used in the muon kinetic energy measurement are shown together in

Figure 6.4.
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Figure 6.4: The reconstructed versus true (top), bin migration (middle), and unfolding
(bottom) matrices are shown for muon kinetic energy. The bin migration matrix is
formed by normalizing the true columns of the reconstructed vs true matrix to unity,
while the unfolding matrix is formed by normalizing the reconstructed rows.
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Unlike B−1
ij , which satisfies the unfolding condition of Equation 6.14 by defini-

tion (the product
∑

j B−1
ij Bjk gives the identity matrix) the matrix Mij is designed

such that the true distribution, Ti, is an eigenvector of the product
∑

j MijBjk with a

corresponding eigenvalue of one,

Ti =
∑

j

∑

k

MijBjkTk. (6.15)

Introducing the unfolding matrix into Equation 6.12 gives the most complete expression

for the differential cross section,

∂σ

∂v
(vi) =

∑
j Mij(Dj − Bj)
εi∆viNtargΦ

. (6.16)

In order to apply the same unfolding formula in Equation 6.14 to the bivariate

measurements, each two-dimensional bin is arbitrarily assigned one universal bin number

according to the following prescription,

bin = binx + biny · Nbinsx, (6.17)

where bin is the universal bin number and Nbinsx is the number of x bins in the

measurement. A reconstructed versus true histogram can then be created, and an

unfolding matrix can be calculated using the same row normalization procedure. The

central value reconstructed versus true histogram is given in Figure 6.5.

6.4.3 Unfolding Bias

Although the use of Mij rather than B−1
ij avoids the variance issues involved with

matrix inversion, it does introduce some bias. In general, unfolding procedures often re-

quire the introduction of some amount of bias in order to reduce the statistical variances

associated with matrix inversion such that the overall uncertainty is reduced [67]. Since

the bin migration matrix, Bij, is normalized in columns of the true distribution, Bij

and B−1
ij are fully independent of the true Monte Carlo distribution, and are therefore

unbiased transformations. The Mij matrix is normalized in reconstructed rows, which
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means any change to the shape of the true distribution slice within a reconstructed bin

will result in the reconstructed events in that bin being assigned to the true bins in

different proportions.

It is important to note that changes to the true Monte Carlo distribution do not

necessarily result in an increase in unfolding bias. The normalization of each true slice

may be arbitrarily varied, and as long as the shape is unchanged, the unfolding result

is also unchanged, despite any changes to the total true distribution. For example, if

each Monte Carlo event were reweighted (according to its reconstructed value) by an

arbitrary histogram that shares the same binning as the reconstructed histogram, the

unfolding result is unchanged.

In this way, the size of the unfolding bias is closely linked with the precision

(but not necessarily the accuracy) of the event reconstruction. If events could be re-

constructed with perfect resolution, the unfolding bias would be zero by definition,

independent of any inaccuracies in the true Monte Carlo distribution. More generally,

if the Monte Carlo inaccurately models the true distribution, the unfolding bias will be

small as long as that inaccuracy does not change how the event reconstruction places

events from true bins into reconstructed bins, even if it places them into the wrong

reconstructed bins.

To quantify the size of the unfolding bias, an iterative technique is used. The back-

ground subtracted, unfolded data provide an inferred true distribution as described in

Section 6.4.2. Each Monte Carlo event is then assigned a weight given by the binned

ratio of inferred true data to the true Monte Carlo. Using these weights, a new recon-

structed versus true histogram is created from which a new Mij unfolding matrix is

formed. The data distribution is unfolded again using the new unfolding matrix and

the processes is repeated. The result of the first 9 iterations is given in Figure 6.6.

Figure 6.7 shows a two-dimensional iterative example.

Successive iterations of the inferred data distribution have two distinct features.
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Figure 6.6: The ratios of the iterated inferred true data distributions (i.e.∑
j M iter,n

ij (Dj − Bj)) to the uniterated distribution are shown. The number of iter-
ations for the numerator of each ratio are given in the legend. Note the oscillatory
behavior of successive iterations, and that the largest excursion from the uniterated
distribution occurs in the first iteration.

The first is that the largest excursion relative to the uniterated inferred distribution

is in the first iteration. The other is that each successive iteration oscillates about an

intermediate preferred value, and the amplitude of those oscillations decreases as the

number of iterations increases.

It is tempting to continue iterating the result until the answer converges; however,

the correction to the true Monte Carlo distribution that is taking place at each step is a

convolution of the desired data informed corrections, and the inadequacies of the Monte

Carlo bin migration matrix. Of the infinite possible ways to transform a reconstructed

distribution into true distribution, it is unlikely that iterating the unfolding procedure

along one particular dimension gives the correct true distribution. Instead, the strategy
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(a) The ratio of the first iteration to the
uniterated distribution.
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(b) The ratio of the second iteration to
the uniterated distribution.
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(c) The ratio of the third iteration to
the uniterated distribution.
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(d) The ratio of the fourth iteration to
the uniterated distribution.
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(e) The ratio of the fifth iteration to the
uniterated distribution.
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(f) The ratio of the sixth iteration to
the uniterated distribution.

Figure 6.7: The ratios of the iterated inferred true data distributions (i.e.∑
j M iter,n

ij (Dj −Bj)) to the uniterated distribution are shown for the two-dimensional
case. Note the oscillatory behavior of successive iterations, and that the largest excur-
sion from the uniterated distribution occurs in the first iteration.

is to take the most conservative variation in each distribution as the systematic error,

and show that it is not the dominant error in almost all regions of phase space. The
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uniterated inferred data distribution is taken to be the central value, and the most

conservative estimate of the unfolding bias, the excursion in first iteration, is taken as

a two-sided systematic uncertainty.

6.4.4 Efficiency Correction

After the data are unfolded, the inferred true data distribution is corrected for

events lost due to data selection cuts and detector inefficiency. The numerator of the

efficiency correction is the true distribution of all Monte Carlo events that pass the

cuts. The denominator is the “generated” Monte Carlo distribution, formed before any

cuts are imposed. The ratio of these two distributions gives the fraction of events in a

particular bin that survive the analysis cuts,

εi =
N true after cuts

i

Ngenerated
i

. (6.18)

The efficiency should be fairly insensitive to changes in the underlying physical pa-

rameters used to produce the generated distribution. If any portion of the generated

distribution is incorrectly enhanced, a proportional effect should be seen in the true

distribution, and thus cancel in the efficiency.

Monte Carlo events are generated out to a radius of 610.6 cm to include all

neutrino interactions in the main tank, the veto region, and the tank wall. Since the

measurement being performed is a neutrino cross section in mineral oil, all other mate-

rials must be excluded in forming the generated Monte Carlo distribution. To avoid the

PMTs and, in particular, the material voids inside the PMTs, the efficiency denominator

is formed from a subset of these events generated within a radius of 550 cm.

Nearly all of the events generated outside of 575 cm are removed by the veto hits

cut; however, there will be a population of events generated between 550 cm and 575 cm

that pass all cuts, particularly in the upstream portion of the tank. This means that εi

is not technically an efficiency in the strict definition of the term. However, since the
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properties of the incident neutrinos and the oil in the 550-575 cm shell are the same

as the properties within 550 cm, this definition of the efficiency should have no effect

on the result. Any extra contributions from events in the 550-575 cm shell should be

present in both the inferred true data and the true Monte Carlo distributions. The

signal efficiency in bins of muon kinetic energy is given in Figure 6.8.
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Figure 6.8: The signal efficiency is shown in bins of muon kinetic energy with Monte
Carlo statistical errors. Low energy events pass the tank hits cut less frequently, and
high energy tracks tend to exit the tank and trigger the veto.

6.4.5 Interaction Targets

To measure a cross section, an interaction target must be well defined. Mineral oil

is composed of long, single-bonded chains of carbon atoms. In its atomic form, carbon

possesses electrons in four of its eight outer shell states. Molecular carbon, therefore,

forms four covariant bonds. Within a long chain, carbon atoms form two bonds with

neighboring carbon atoms, which leaves two bonding sites available for hydrogen atom
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bonds. The exceptions are carbon atoms located at the end of a chain, which are

bonded to three hydrogen atoms. The molecular formula for a mineral oil molecule

is, therefore, CnH2n+2, where n is the length of the carbon chain. On average, the

carbon chains in the mineral oil have a length of ∼ 33, so the molecular formula can be

rewritten as n (CH2.06). Since the cross section will only depend on the relative amount

of each atomic species, the interaction is chosen to be an “average” single unit on the

hydrocarbon chain, CH2.06.

The number of interaction targets in the cross section formula, Ntarg, must corre-

spond with the definition of the generated volume used in the efficiency calculation. To

extract the number of targets from the volume, the only experiment dependent quantity

needed is the oil density, which has been measured to be 0.841± 0.001 g/cm3 [28]. The

full expression for the number of interaction targets is

Ntarg =
4
3
πR3

gen · ρoil ·
NA

W (CH2.06)
, (6.19)

where Rgen is the radius of generated events used in the efficiency denominator (550 cm),

ρoil is the density of the oil, NA is Avogadro’s number (number of targets per mol), and

W (CH2.06) is the molecular weight of CH2.06 (g/mol).

6.4.6 Flux Factor

The implementation of the flux factor varies significantly depending on the type

of cross section measurement being performed. For the measurements binned in the

lone initial state variable, σ(Eν), the flux factor a binned quantity used normalized

each measured bin to the rate per incident neutrino. While the measured cross section

is still flux averaged, the averaging only takes place over the width of each bin.

In the differential and double differential cross section measurements, the flux fac-

tor is the fully integrated neutrino flux, and the cross section is flux averaged over the

entire neutrino energy spectrum. Such a measurement is certainly experiment depen-
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dent in that the particular incident neutrino flux shape is folded into the cross section.

However, the fundamental physics of the interaction are fully characterized if the neu-

trino flux prediction is reported along with the measured cross sections. The reason

for providing each of the differential cross sections in bins of neutrino energy was to re-

move this dependence on the experiment-dependent flux shape. This topic is revisited

in Chapter 7.

6.4.7 Systematic Uncertainties

All systematic uncertainties are from one of seven possible error sources. Each

source is a set of correlated uncertainties from a particular stage of the simulation. The

following is a complete list of error sources applicable to effective CCπ+ production,

including the sections in which they are described:

• “π+”: Beam π+ production cross section uncertainties in proton-beryllium in-

teractions (Section 4.1.5).

• “K+”: Beam K+ production cross section uncertainties in proton-beryllium

interactions (Section 4.1.5).

• “Beam”: includes each of the following (Section 4.1.5):

∗ total, inelastic, and quasi-elastic cross section uncertainties for proton and

pion interactions with beryllium and aluminum

∗ horn current uncertainties

∗ horn current skin depth uncertainties

• “XSec”: Nuance cross section model uncertainties (Section 4.2.3).

• “OM”: optical model uncertainties (Section 4.4.2).

• “ITER”: iteration uncertainty to assess unfolding bias (Section 6.4.3)
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• “DISC”: discriminator threshold uncertainty (Section 3.3).

• “QTCORR”: a conservatively chosen variation in the correlation between the

integrated charged and the recorded hit time in each PMT (Section 3.3).

A handful of other uncorrelated uncertainties have been excluded due to their negligible

size, such as the number of protons on target (∼ 1%) and the oil density (< 0.1%).

6.4.7.1 Multisims

The effect of each error source on any particular measured distribution is de-

termined by producing several systematically varied distributions called “multisims.”

The parameters of each error source are related by an error matrix from which a set

of correlated, Gaussian distributed parameter values can be drawn. Each new set of

parameters produces a systematically varied version of any reconstructed distribution.

The spread in the normalization and shapes of the multisims are used to calculate the

total systematic uncertainty as described in the next section.

There are two distinct types of systematic variations. Some systematics, such

as the flux and cross section uncertainties, only affect the probability with which an

event will occur. For this type of uncertainty, a systematically varied distribution can

be produced by reweighting the central value Monte Carlo distribution. Each event is

multiplied by the ratio of the event probability calculated with the systematically varied

set of parameters to the central value event probability.

The other type of systematic variation affects the measured properties of the event

after it is produced, such as the amount of light generated as a function of wavelength

and the propagation of the light through the oil. In general, these variations cannot be

accomplished via reweighting. Instead, these errors were determined using 67 data-sized

Monte Carlo simulations that were generated using parameter draws from the optical

model error matrix. A plot of the optical model multisims is shown in Figure 6.9.
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Figure 6.9: The reconstructed muon kinetic energy is plotted in each of the 67 optical
model multisims. The central value Monte Carlo distribution (red) is overlayed for
comparison.

.

6.4.7.2 Error Matrices

Just as each systematic error source was described by an error matrix that char-

acterized the correlated uncertainties in the source parameters, the uncertainties in the

measured cross sections are described by an error matrix that characterizes the corre-

lated uncertainties in the measured values in each bin. For each error source, an error

matrix is calculated from the bin population differences in the multisims compared to

the central value,

M source
ij =

1
N

N∑

m=1

(nm,i − nCV,i) (nm,j − nCV,j) , (6.20)

where N is the number of multisims, nm,i is the number of events in bin i of multisim m,

and nCV,i is the number of events in bin i in the central value Monte Carlo simulation.
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Once an error matrix has been calculated for each source, the total error matrix is given

by summing each component matrix. For the two-dimensional measurements, the bins

are ordered according to Equation 6.17 in order to calculate the full error matrix.

Since the statistical fluctuations in a particular bin are unrelated to the fluctua-

tions in any other bin, statistical error matrices are always diagonal. By design, these

uncertainties are built into the optical model error matrix since each optical model mul-

tisim was constructed to have the same number of events as the data. Unfortunately,

this also has the effect of adding statistical fluctuations to the off-diagonal terms as

well. As more optical model multisims are incorporated into the calculation of the er-

ror matrix, the size of these spurious fluctuations is decreased. The fluctuations are

also smaller for bins with significant event populations. For this reason, cross section

results will only be reported for bins with at least 25 unfolded data events. In the one-

dimensional cross section measurements, the event populations are large enough that

this effect is negligible. The reweighting multisims do not suffer from this effect.

To evaluate the systematic uncertainties in the cross section, the full cross sec-

tion calculation procedure outlined in Equation 6.16 is performed in each multisim.

The multisim distributions replace the corresponding central value distributions in the

calculation. The reconstructed data distribution remains the same, but multisim dis-

tributions are used for the unfolding matrix, the background prediction, and the signal

efficiency. The formula for the differential cross section with multisim dependent quan-

tities explicitly identified is

∂σm

∂v
(vi) =

∑
j Mm

ij (Dj − Bm
j )

εmi ∆viNtargΦm
, (6.21)

where m is the multisim index.

The results presented throughout the remainder of this document will only list the

diagonal errors on each bin. The full error matrices for each distribution are quite large,

and in the case of the two-dimensional measurements, they can contain over one million
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elements. The main uses for the full error matrix are hypothesis testing and fitting

models. These matrices will be made available to the community via the MiniBooNE

website [68].

6.4.7.3 Flux Uncertainties

In addition to producing separate cross section weighted distributions, the flux

must also be modified to correspond to the systematically varied parameters in each

multisim. Only three of the seven systematic sources affect the flux. The diagonal

uncertainties of the flux variations are shown in Figure 6.10.

The largest of the flux errors is the uncertainty in the beam π+ production in

proton-beryllium interactions. The portion of the flux relevant to effective CCπ+ inter-

actions occurs at neutrino energies larger than about 400 MeV. For the peak neutrino

energies in this range (<1 GeV), the beam π+ flux uncertainties are around 8%. At

higher neutrino energies, the beam π+ uncertainty grows to as large as 25%. The beam

π+ fluctuations also exhibit very distinct features in shape. The residual effect of the

wiggling behavior of the spline fits to the HARP data, discussed in Section 4.1.5, are

apparent. In particular, the low energy flux exhibits very large systematic excursions

since there are no HARP data to constrain the fits in that region.

The other two flux related error sources have a smaller effect on the total uncer-

tainty. The beam unisim uncertainties are generally around the 5% level below 1 GeV

and then expand at higher neutrino energies. The main contributor at high energies is

the skin depth excursion, which causes a ∼15% effect between 1.5 and 2.5 GeV. The K+

uncertainties are mostly irrelevant for this analysis. K+ mesons become the dominant

source of νµ production at 2.3 GeV, and the uncertainties become dominant at neutrino

energies greater than 2.5 GeV, where the flux is very small.

For the measurements not involving neutrino energy, the cross section calculation

is only affected by the uncertainty in the integrated flux. The size of these variations
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Figure 6.10: The νµ flux is shown (top) along with the fractional diagonal flux errors
(bottom).

for each of the flux error sources is given in Table 6.3.
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Table 6.3: The uncertainties in the integrated flux are given for each of the flux error
sources.

Error Source Integrated Flux Uncertainty
π+ 10.4%

Beam 4.1%
K+ 0.4%

6.4.8 Results

The results of each of the cross section measurements are presented here.

• σ(Eν): Figure 6.11

• ∂σ
∂(Q2) : Figure 6.12

• ∂σ
∂(KEµ) : Figure 6.13

• ∂σ
∂(cos(θµ,ν)) : Figure 6.14

• ∂σ
∂(KEπ) : Figure 6.15

• ∂σ
∂(cos(θπ,ν)) : Figure 6.16

• ∂2σ
∂(KEµ)∂(cos(θµ,ν)) : Figure 6.32 (uncertainty components are given in Figures 6.33

and 6.34)

• ∂2σ
∂(KEπ)∂(cos(θπ,ν)) : Figure 6.35 (uncertainty components are given in Figures 6.36

and 6.37)

• ∂σ(Eν )
∂(Q2) : Figure 6.17 (uncertainty components are given in Figures 6.18 and 6.19)

Additional details for each measurement, including tables of the central values and

uncertainties in each bin, are given in the appendices. The uncertainties in the one-

dimensional measurements are shown in a stacked format such that each successive error

band shows the additional contribution of that error source when combined with all
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smaller error bands. The outer-most error band is the total systematic error. The two-

dimensional histograms are presented with their total uncertainties, and the contribution

from each error source is plotted separately in subsequent figures.

The binning for each of the one dimensional distributions has been chosen such

that the true Monte Carlo prediction in each bin exceeds 300 events after all cuts.

The one dimensional bin sizes are used for the two dimensional measurements as well to

retain sufficient precision in the most interesting regions of phase space. This also creates

several bins with very small numbers of predicted events. As described in Section 6.4.7.1,

the data-sized optical model multisims produce unreliable uncertainties in bins with

small event populations. Hence, results will only be reported for bins that contain at

least 25 inferred true data events.

In each of the one-dimensional differential cross section measurements, the two

largest sources of uncertainty are the π+ production and the cross sections. The 12-15%

π+ uncertainty is dominated by the variation in the integrated flux, which uniformly

accounts for 10.4% of the variation across all bins. The remaining few percent variation

is mostly due to changes in the background prediction. Any systematic change in a flux

bin results in a proportional change to the observed Monte Carlo distribution, which

directly affects the size and shape of the background subtraction. In addition, variations

in the background subtraction is almost completely correlated with variations in the flux,

since both an increased flux prediction and an increased background prediction result

in a lower measured cross section and vice versa. Finally, any bias in the unfolding

procedure that is sensitive to the flux shape can also give a small contribution to the

overall π+ uncertainty.

The largest effect in the cross section multisims is the variation in pion absorption

and charge exchange interactions in the oil. If the pion is absorbed, it will not produce

a Michel electron and the event will fail the three subevent requirement; therefore, pion

absorption and charge exchange will directly affect the cut efficiencies. As described
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in Section 4.4.2, a 50% uncertainty is assigned to pion charge exchange and a 35%

uncertainty is assigned to pion absorption, which is the dominant source of cross section

error. The remainder of the cross section uncertainty is due to variations in the form

factors of each background process.

Since the neutrino energy cross section measurement uses the flux prediction

in each measured bin rather than the integrated flux factor, the π+ uncertainty is

significantly lower, and generally remains below 10% except at the highest neutrino

energies. The cross section uncertainty is roughly the same size as seen in the differential

cross section measurements.

For most of the measured phase space, the unfolding iteration uncertainty is neg-

ligible; however, it becomes significant at low Q2 in both the one- and two-dimensional

measurements. This particular region has two features that generally make unfolding

difficult. The first is that the shape is rapidly changing, which strongly affects bin

migration. Also, this is a region where the data and Monte Carlo shapes significantly

disagree, which increases the probability that the shape of the true slices in each recon-

structed bin are incorrect. Despite these features, the unfolding uncertainty is still not

the dominant systematic effect in most bins, and is of comparable size in the few bins

susceptible to these effects.
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Figure 6.11: The σ(Eν) measurement is shown with cumulative systematic errors. The
absolutely normalized Monte Carlo prediction is shown for comparison. The bottom
plot shows the fractional uncertainties and the ratio to the Monte Carlo prediction.
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Figure 6.12: The ∂σ/∂(Q2) measurement is shown with cumulative systematic errors.
The absolutely normalized Monte Carlo prediction is shown for comparison. The bottom
plot shows the fractional uncertainties and the ratio to the Monte Carlo prediction.
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Figure 6.13: The ∂σ/∂(KEµ) measurement is shown with cumulative systematic errors.
The absolutely normalized Monte Carlo prediction is shown for comparison. The bottom
plot shows the fractional uncertainties and the ratio to the Monte Carlo prediction.
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Figure 6.14: The ∂σ/∂cos(θµ,ν) measurement is shown with cumulative systematic er-
rors. The absolutely normalized Monte Carlo prediction is shown for comparison. The
bottom plot shows the fractional uncertainties and the ratio to the Monte Carlo predic-
tion.
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Figure 6.15: The ∂σ/∂(KEπ) measurement is shown with cumulative systematic errors.
The absolutely normalized Monte Carlo prediction is shown for comparison. The bottom
plot shows the fractional uncertainties and the ratio to the Monte Carlo prediction.



130

Cos(Pion,Neutrino Angle)
-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 1

)2
 (c

m
)) #$

(c
os

(
(

" (

10

20

30

40

50

-3910× MC Prediction
XSec
pi+
Beam
ITER
OM
DISC
QTCORR
K+

Cos(Pion,Neutrino Angle)
-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 10.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
MC Prediction
pi+
XSec
Beam
OM
ITER
DISC
QTCORR
K+

Figure 6.16: The ∂σ/∂cos(θπ,ν) measurement is shown with cumulative systematic er-
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(b) Total fractional error on the measured cross sec-
tion
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(c) Monte Carlo predicted cross section

Figure 6.17: The measured ∂σ(Eν)/∂(Q2) values are shown along with the total frac-
tional uncertainties. The Monte Carlo predicted cross section is shown for comparison.
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) The fractional systematic uncer-
tainty from the “π+” error source.
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(e) Central value ∂σ(Eν)/∂(Q2) mea-
surement.

Figure 6.18: The fractional systematic uncertainties on the measured ∂σ(Eν)/∂(Q2)
values are shown for four of the error sources. The central value measurement is shown
for reference. Note that the color scales differ for each systematic error source. An
explanation of each error is given in Section 6.4.7.



133

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

)2
Q

 S
qu

ar
ed

 (M
eV

0

200

400

600

800

1000

1200

1400

310×

(a) The fractional systematic uncer-
tainty from the “OM” error source.
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(b) The fractional systematic uncer-
tainty from the “DISC” error source.
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(c) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(d) The fractional systematic uncer-
tainty from the “ITER” error source.
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(e) Central value ∂σ(Eν)/∂(Q2) mea-
surement.

Figure 6.19: The fractional systematic uncertainties on the measured ∂σ(Eν)/∂(Q2)
values are shown for four of the error sources. The central value measurement is shown
for reference. Note that the color scales differ for each systematic error source. An
explanation of each error is given in Section 6.4.7.
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(a) Measured cross section
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(b) Total fractional error on the measured cross sec-
tion
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(c) Monte Carlo predicted cross section

Figure 6.20: The measured ∂σ(Eν)/∂(KEµ) values are shown along with the total frac-
tional uncertainties. The Monte Carlo predicted cross section is shown for comparison.
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) The fractional systematic uncer-
tainty from the “π+” error source.
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(e) Central value ∂σ(Eν)/∂(KEµ) mea-
surement.

Figure 6.21: The fractional systematic uncertainties on the measured ∂σ(Eν)/∂(KEµ)
values are shown for four of the error sources. The central value measurement is shown
for reference. Note that the color scales differ for each systematic error source. An
explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “OM” error source.
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(b) The fractional systematic uncer-
tainty from the “DISC” error source.
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(c) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(d) The fractional systematic uncer-
tainty from the “ITER” error source.
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(e) Central value ∂σ(Eν)/∂(KEµ) mea-
surement.

Figure 6.22: The fractional systematic uncertainties on the measured ∂σ(Eν)/∂(KEµ)
values are shown for four of the error sources. The central value measurement is shown
for reference. Note that the color scales differ for each systematic error source. An
explanation of each error is given in Section 6.4.7.
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(a) Measured cross section
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(b) Total fractional error on the measured cross sec-
tion
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(c) Monte Carlo predicted cross section

Figure 6.23: The measured ∂σ(Eν)/∂(cos(θµ,ν)) values are shown along with the total
fractional uncertainties. The Monte Carlo predicted cross section is shown for compar-
ison.
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) The fractional systematic uncer-
tainty from the “π+” error source.
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(e) Central value ∂σ(Eν)/∂(cos(θµ,ν))
measurement.

Figure 6.24: The fractional systematic uncertainties on the measured
∂σ(Eν)/∂(cos(θµ,ν)) values are shown for four of the error sources. The central
value measurement is shown for reference. Note that the color scales differ for each
systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “OM” error source.
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(b) The fractional systematic uncer-
tainty from the “DISC” error source.
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(c) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(d) The fractional systematic uncer-
tainty from the “ITER” error source.
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(e) Central value ∂σ(Eν)/∂(cos(θµ,ν))
measurement.

Figure 6.25: The fractional systematic uncertainties on the measured
∂σ(Eν)/∂(cos(θµ,ν)) values are shown for four of the error sources. The central
value measurement is shown for reference. Note that the color scales differ for each
systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) Measured cross section
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(b) Total fractional error on the measured cross sec-
tion
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(c) Monte Carlo predicted cross section

Figure 6.26: The measured ∂σ(Eν)/∂(KEπ) values are shown along with the total frac-
tional uncertainties. The Monte Carlo predicted cross section is shown for comparison.
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

Pi
on

 K
in

et
ic

 E
ne

rg
y 

(M
eV

)

0

50

100

150

200

250

300

350

400

(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) The fractional systematic uncer-
tainty from the “π+” error source.
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(e) Central value ∂σ(Eν)/∂(KEπ) mea-
surement.

Figure 6.27: The fractional systematic uncertainties on the measured ∂σ(Eν)/∂(KEπ)
values are shown for four of the error sources. The central value measurement is shown
for reference. Note that the color scales differ for each systematic error source. An
explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “OM” error source.
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(b) The fractional systematic uncer-
tainty from the “DISC” error source.
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(c) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(d) The fractional systematic uncer-
tainty from the “ITER” error source.
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(e) Central value ∂σ(Eν)/∂(KEπ) mea-
surement.

Figure 6.28: The fractional systematic uncertainties on the measured ∂σ(Eν)/∂(KEπ)
values are shown for four of the error sources. The central value measurement is shown
for reference. Note that the color scales differ for each systematic error source. An
explanation of each error is given in Section 6.4.7.
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(a) Measured cross section
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(b) Total fractional error on the measured cross sec-
tion
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(c) Monte Carlo predicted cross section

Figure 6.29: The measured ∂σ(Eν)/∂(cos(θπ,ν)) values are shown along with the total
fractional uncertainties. The Monte Carlo predicted cross section is shown for compar-
ison.
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.02

0.04

0.06

0.08

0.1

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

Co
s(

Pi
on

,N
eu

tri
no

 A
ng

le
)

-1

-0.8

-0.6

-0.4

-0.2

-0

0.2

0.4

0.6

0.8

1

(d) The fractional systematic uncer-
tainty from the “π+” error source.
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(e) Central value ∂σ(Eν)/∂(cos(θπ,ν))
measurement.

Figure 6.30: The fractional systematic uncertainties on the measured
∂σ(Eν)/∂(cos(θπ,ν)) values are shown for four of the error sources. The central
value measurement is shown for reference. Note that the color scales differ for each
systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “OM” error source.
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(b) The fractional systematic uncer-
tainty from the “DISC” error source.
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(c) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(d) The fractional systematic uncer-
tainty from the “ITER” error source.
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(e) Central value ∂σ(Eν)/∂(cos(θπ,ν))
measurement.

Figure 6.31: The fractional systematic uncertainties on the measured
∂σ(Eν)/∂(cos(θπ,ν)) values are shown for four of the error sources. The central
value measurement is shown for reference. Note that the color scales differ for each
systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) Measured cross section
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(b) Total fractional error on the measured cross sec-
tion
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(c) Monte Carlo predicted cross section

Figure 6.32: The measured ∂2σ/∂(cos(θµ,ν))∂(KEµ) values are shown along with the
total fractional uncertainties. The Monte Carlo predicted cross section is shown for
comparison.
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) The fractional systematic uncer-
tainty from the “π+” error source.
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(e) Central value
∂2σ/∂(cos(θµ,ν))∂(KEµ) measure-
ment.

Figure 6.33: The fractional systematic uncertainties on the measured
∂2σ/∂(cos(θµ,ν))∂(KEµ) values are shown for four of the error sources. The
central value measurement is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.



148

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.05

0.1

0.15

0.2

0.25

Muon Kinetic Energy (MeV)
0 200 400 600 800 1000 1200 1400

Co
s(

M
uo

n,
Ne

ut
rin

o 
An

gl
e)

-1

-0.8

-0.6

-0.4

-0.2

-0

0.2

0.4

0.6

0.8

1

(a) The fractional systematic uncer-
tainty from the “OM” error source.
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(b) The fractional systematic uncer-
tainty from the “DISC” error source.
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(c) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(d) The fractional systematic uncer-
tainty from the “ITER” error source.
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(e) Central value
∂2σ/∂(cos(θµ,ν))∂(KEµ) measure-
ment.

Figure 6.34: The fractional systematic uncertainties on the measured
∂2σ/∂(cos(θµ,ν))∂(KEµ) values are shown for four of the error sources. The
central value measurement is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) Measured cross section
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(b) Total fractional error on the measured cross sec-
tion
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(c) Monte Carlo predicted cross section

Figure 6.35: The measured ∂2σ/∂(cos(θπ,ν))∂(KEπ) values are shown along with the
total fractional uncertainties. The Monte Carlo predicted cross section is shown for
comparison.
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) The fractional systematic uncer-
tainty from the “π+” error source.
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(e) Central value
∂2σ/∂(cos(θπ,ν))∂(KEπ) Measurement

Figure 6.36: The fractional systematic uncertainties on the measured
∂2σ/∂(cos(θπ,ν))∂(KEπ) values are shown for four of the error sources. The
central value measurement is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “OM” error source.
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(b) The fractional systematic uncer-
tainty from the “DISC” error source.
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(c) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(d) The fractional systematic uncer-
tainty from the “ITER” error source.
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(e) Central value
∂2σ/∂(cos(θπ,ν))∂(KEπ) Measurement

Figure 6.37: The fractional systematic uncertainties on the measured
∂2σ/∂(cos(θπ,ν))∂(KEπ) values are shown for four of the error sources. The
central value measurement is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.



Chapter 7

Conclusion

Results have been presented for the effective CCπ+ cross section as a function

of several fundamental kinematic variables. Of these results, the cross sections mea-

sured as a function of the neutrino energy are the least experiment dependent, since

the predicted neutrino flux has been removed separately from each bin. Previous mea-

surements of the neutrino energy cross section are shown in Figure 7.1. All comparable

measurements below 2 GeV have uncertainties larger than 20%, upon which the present

analysis provides a significant improvement. Each of these measurements has either

been performed on, or extrapolated to, a single nucleon target, which has been explic-

itly avoided in this measurement. As discussed in Section 1.1.2.2, the current theoretical

understanding of the vector and axial-vector nucleon form factors for both hydrogen and

carbon, as well as nuclear effects such as the Fermi momentum distribution and nuclear

screening, motivate measurements of model independent cross section quantities from

which theoretical models can be derived.

To get a sense of how this measurement compares to previous measurements, the

Nuance prediction in Figure 7.1 can be compared to the Monte Carlo prediction in

Figure 6.11 after being convolved with the nuclear effects described in Section 1.2. The

present measurement is on average about 20% higher than the Nuance prediction for the

effective cross section. The Brookhaven experiment that provides the most proton and

neutron data in the MiniBooNE neutrino energy range [72] is also roughly 20% higher
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(a) Previous CCπ+ measurements extrap-
olated to single proton targets.

(b) Previous CCπ+ measurements extrap-
olated to single proton targets.

Figure 7.1: Previous measurements of νµ induced CCπ+ measurements are shown for
proton and neutron targets [69, 70, 71, 72, 73, 74, 75, 76]. Those experiments not
measured on H2 have been extrapolated to single nucleon cross sections. The line
indicating the Nuance prediction represents the Monte Carlo predicted cross section in
Figure 6.11 prior to the modeling of nuclear effects.

than the Nuance prediction for the resonant ∆++ interactions (i.e. proton targets) that

dominate the present result.1

The remaining kinematic CCπ+ cross sections have never been measured before.2

These measurements are also dependent on the flux shape prediction given in Fig-

ure 6.10. For this reason, each measurement of a final state kinematic quantity has

also been measured in bins of neutrino energy. The one-dimensional have also been

provided due to the familiarity of many in the field with flux-averaged results. Indeed,

this is a commonly requested form for such measurements, as many theorists have been

producing results according to the MiniBooNE flux for some time [77, 78, 79, 80].
1 It should be mentioned that the Brookhaven experiment derived its flux prediction from the mea-

sured rate of CCQE interactions, effectively measuring a cross section ratio to CCQE.
2 Although these differential cross sections have not been measured, previous experiments have

performed fits to reconstructed Q2 and π+ angular distributions to extract values for parameters such
as the axial mass.
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The cross section measurements produced by this analysis provide a detailed de-

scription of the CCπ+ interaction in terms of many of the interesting kinematic quan-

tities. Hopefully these results will aid the effort to fully understand the properties of

these interactions. In the immediate future, the cross sections provided by this analysis

will help to constrain the largest charged current background in the next generation of

neutrino oscillation experiments.
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Appendix A

Event Displays

In the following sections, geometric representations of several aspects of the CCπ+

fitter are presented. Each event display shows the X versus Z view in the left column

and the Y versus Z view in the right column. The top plots show the emission point of

every Cherenkov and scintillation photon in the event, and the bottom plots show the

vertices where one of the following took place:

(1) event creation

(2) hadronic interaction

(3) particle decay

(4) a particle created in (1)-(3) came to rest

The particles that connect the vertices are shown as straight lines.

Each display is cumulative over the entire event time window. Particles produced

in the decays of stopped particles occur in later subevents (i.e. PMT hit time groupings;

see Section 6.3) and are not included in the CCπ+ fits. In particular, Michel electrons

produced by stopped muon decays or π → µ → e decay chains occur in every event due

to the three subevent requirement, but they do not contribute to the charge or time

likelihoods of the fit.

The graphical representations of the fitter show most of the fit parameters. The

muon track (red line) and the kinked pion track (magenta line) give the vertex and all
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of the directions. The remaining energy parameters for both the true and fit tracks are

listed on each display, along with the goodness of fit, − log(L). The curved black line

present in some of the displays represents the location of the front faces of the PMTs

in the plane that contains the interaction, and the green stars give the locations of the

reconstructed Michel electrons.

A.1 Truth Seeds

To verify that a maximum in the likelihood surface exists for the correct set of

reconstructed track parameters, studies have been performed where the fitter has been

seeded with the true Monte Carlo variables. In this section, event displays from true

seeded fits are shown for a few different event types. The initial energy of each track

segment is extracted from the Monte Carlo, so Eµ, Eπ, and the energy of the downstream

pion track all are set to their generated values. The kink location and the energy lost

in the kink are more difficult to obtain, so these values are approximated by adding

the energies for all GEANT-recorded particles created in the kink and extrapolating

upstream from the energy of the pion that exits the interaction. As we will see in at

least one example, this does not always account for all energy lost in the interaction

(e.g. nuclear recoil is excluded).

The following types of seed / event relationships are displayed in this section:

(1) A CCπ+ event with a high energy pion and a good seed (seed: Figure A.1, fit:

Figure A.2);

(2) A low energy pion with a Cherenkov ring that overlaps with a high energy muon

ring (seed: Figure A.3, fit: Figure A.4);

(3) An event with multiple hadronic interactions (seed: Figure A.5, fit: Figure A.6);

(4) A pion track where most of its energy is lost in the hadronic interaction (seed:

Figure A.7, fit: Figure A.8);
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(5) A slightly incorrect “true” seed (seed: Figure A.9, fit: Figure A.10);

(6) A pion that does not experience a hadronic interaction (seed: Figure A.11, fit:

Figure A.12);
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Figure A.1: The true seed for an event with a large pion energy. About half of the pion
energy is lost in the upstream track segment, with about a quarter of the energy lost
in both the kink and the downstream segment. The downstream segment is well above
Cherenkov threshold.
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Figure A.2: A likelihood maximum clearly exists for this event. Almost no change has
occurred in the track directions. A small amount of energy from the pion track (mostly
the energy lost in the hadronic interaction) has been transferred to the muon track.
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Figure A.3: A fit seed for a low energy, unkinked pion track that creates a Cherenkov
ring that overlaps with the ring from a high energy muon track is shown. The Cherenkov
emission angle at the upstream portion of the muon track is ∼50 degrees, and the angle
between the two tracks is ∼15 degrees.
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Figure A.4: Despite overlapping rings, there is still a likelihood maximum where both
tracks are properly reconstructed.
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Figure A.5: A seed for an event with multiple hadronic interactions is shown. The
“true” seed algorithm chooses the two longest tracks segments. The middle segment
has been treated as part of the kink, which is why the “true” energy lost in the kink is
so large.
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Figure A.6: The likelihood maximum was able to be properly reconstructed, in the
sense that the physically interesting quantities are the initial energies and directions of
each track. (Note: the reconstruction is less sensitive to the event vertex location.)
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Figure A.7: More than half of the initial pion energy is lost in the hadronic interaction in
this event, and the downstream segment emerges from the interaction below Cherenkov
threshold.
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Figure A.8: The upstream pion segment is lengthened slightly, and the energy lost in
the kink is increased somewhat, but the energy separation between the pion and the
muon remains mostly unchanged.
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Figure A.9: This seed underestimates the energy lost in the upstream pion segment,
and instead puts all of the excess energy into the hadronic interaction.
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Figure A.10: The fitter has added the extra 50 MeV required for the upstream track
segment, but only 17 MeV of that total has been taken from the hadronic energy loss.
The downstream segment has also increased, largely due to a lack of constraints due
to the close proximity of the tank wall, which then forces the total pion energy to be
increased.
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Figure A.11: This seed is for an event in which the pion does not experience a hadronic
interaction.
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Figure A.12: A kink has been introduced to the pion trajectory, but it occurs after
the track has crossed below Cherenkov threshold where there are no constraints on the
track direction.
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A.2 A CCπ+ Fit Example

A series of event displays highlighting the CCπ+ seeding and fitting process are

presented in this section. A description and justification for the following sequence of

events is given in Section 5.3.1. A summary of the steps and corresponding figures is

given below.

(1) Figure A.13: one track fit.

(2) Figure A.14: two track likelihood scan.

(3) Figure A.15: two track fit.

(4) Figure A.16: three track likelihood scan.

(5) Figure A.17: three track fit.

(6) Figure A.18: CCπ+ seed configuration #1

(7) Figure A.19: CCπ+ fit #1 (− log(L) = 3.112; not accepted)

(8) Figure A.20: CCπ+ seed configuration #2

(9) Figure A.21: CCπ+ fit #2 (− log(L) = 3.076; not accepted)

(10) Figure A.22: CCπ+ seed configuration #3

(11) Figure A.23: CCπ+ fit #3 (− log(L) = 2.982; accepted)
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Figure A.13: CCπ+ fit/seeding step 1: the one track fitter has found the ring belonging
to the upstream segment of the kinked pion track. The fit energy overestimates the
pion energy in an attempt to account for the additional light created by the other two
tracks in the event.
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Figure A.14: CCπ+ fit/seeding step 2: the likelihood scan for the second track (keeping
the result of the one track fit fixed) has found the muon. The scan was performed with
a track energy of 150 MeV, although 200 MeV is used in the final version of the fitter.
Although the scan found a ring, the track direction isn’t perfect. The underestimate
for the track energy means that the predicted ring diameter is smaller than the actual
ring diameter, so the scan has some freedom in choosing the actual track direction.
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Figure A.15: CCπ+ fit/seeding step 3: the two track fit has corrected the directions of
both tracks to point at the center of their respective rings. The energy overestimate
from the one track fit has been greatly reduced, although the second track energy has
only been slightly increased so far.
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Figure A.16: CCπ+ fit/seeding step 4: the three track likelihood scan has landed near
the most downstream portion of the downstream pion track. Some portion of the
upstream pion ring may have pulled the scan slightly toward the upstream pion track.
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Figure A.17: CCπ+ fit/seeding step 5: the three track fit has corrected the final scan
track to point in the initial direction of the downstream pion segment. The energy has
also been redistributed among the three tracks to more accurately represent the size
of the Cherenkov rings. The first two tracks now only slightly underestimate the true
muon and pion energies.
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Figure A.18: CCπ+ fit/seeding step 6: the first of the three seed configurations has
picked the incorrect tracks for the muon and upstream pion segments. Since the up-
stream pion segment does not actually point at a pion track segment, the simultaneous
∆Eup/∆Ekink scan has incorrectly placed the energy lost in the kink at 300 MeV.
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Figure A.19: CCπ+ fit/seeding step 7: the fit result for the incorrect seed in Figure A.18
is still incorrect, as expected. The fit minimum is: − log(L) = 3.112.
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Figure A.20: CCπ+ fit/seeding step 8: the second of the three seed configurations has
picked the incorrect tracks for the muon and downstream pion segments.
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Figure A.21: CCπ+ fit/seeding step 9: the fit result for the incorrect seed in Figure A.20
is still incorrect, as expected. The fit minimum is: − log(L) = 3.076
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Figure A.22: CCπ+ fit/seeding step 10: the last CCπ+ seed configuration correctly
assigns all three tracks.
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Figure A.23: CCπ+ fit/seeding step 10: the CCπ+ fit from the correct seed gives the
best fit, − log(L) = 2.982.



Appendix B

Measurement Details

Further details of the cross section measurements present in Section 6.4.8 are

given in this appendix. For each measurement, signal efficiency, signal purity, and

a comparison between the reconstructed data and Monte Carlo are given. For the

one-dimensional measurements, the unfolding matrix is also shown. One additional

data/Monte Carlo comparison, the reconstructed π + N mass, is also presented.

Unlike the measured cross sections, the uncertainties in the reconstructed Monte

Carlo are dominated by the optical model and cross section errors. The dominant effects

in each of these error sources are pion absorption and charge exchange. Pion interactions

in the nucleus have a very small effect on the measured cross sections because an event

is only labeled as signal if a pion exits the nucleus. As described in Section 4.2.3, pion

interactions that occur in the nucleus are (somewhat counter-intuitively) grouped with

the optical model errors and all others are part of the cross section errors. In addition,

the statistical uncertainty also contributes to the optical model errors, as described in

Section 6.4.7.2.
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B.1 Neutrino Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.1

• Unfolding Matrix: Figure B.2(b)

• Signal efficiency: Figure B.3(a)

• Signal purity: Figure B.3(b)
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Figure B.1: A Data/Monte Carlo comparison of reconstructed neutrino energy is shown
with cumulative systematic errors. The bottom plot shows the fractional errors com-
pared with the Data/Monte Carlo ratio.
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Figure B.2: The reconstructed vs true distribution for neutrino energy is shown, along
with the unfolding matrix used for the central value cross section measurement.
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Figure B.3: The signal efficiency and purity is given in terms of neutrino energy. The
error bars represent the Monte Carlo statistical uncertainty.
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B.2 Q Squared

• Reconstructed Data/Monte Carlo comparison: Figure B.4

• Unfolding Matrix: Figure B.5(b)

• Signal efficiency: Figure B.6(a)

• Signal purity: Figure B.6(b)



193

)2Q Squared (MeV
0 200 400 600 800 1000 1200 1400

310×

)
-2

 (M
eV

)2
(Q(
 n(

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Data
OM
XSec
Beam
pi+
QTCORR
DISC
K+

)2Q Squared (MeV
0 200 400 600 800 1000 1200 1400

310×0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
Data/MC
XSec
OM
Beam
pi+
QTCORR
DISC
K+

Figure B.4: A Data/Monte Carlo comparison of reconstructed Q2 is shown with cumu-
lative systematic errors. The bottom plot shows the fractional errors compared with
the Data/Monte Carlo ratio.
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Figure B.5: The reconstructed vs true distribution for Q2 is shown, along with the
unfolding matrix used for the central value cross section measurement.
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Figure B.6: The signal efficiency and purity is given in terms of Q2. The error bars
represent the Monte Carlo statistical uncertainty.
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B.3 Muon Kinetic Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.7

• Unfolding Matrix: Figure B.8(b)

• Signal efficiency: Figure B.9(a)

• Signal purity: Figure B.9(b)
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Figure B.7: A Data/Monte Carlo comparison of reconstructed muon kinetic energy is
shown with cumulative systematic errors. The bottom plot shows the fractional errors
compared with the Data/Monte Carlo ratio.
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Figure B.8: The reconstructed vs true distribution for muon kinetic energy is shown,
along with the unfolding matrix used for the central value cross section measurement.
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Figure B.9: The signal efficiency and purity is given in terms of muon kinetic energy.
The error bars represent the Monte Carlo statistical uncertainty.
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B.4 Muon Direction

• Reconstructed Data/Monte Carlo comparison: Figure B.10

• Unfolding Matrix: Figure B.11(b)

• Signal efficiency: Figure B.12(a)

• Signal purity: Figure B.12(b)
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Figure B.10: A Data/Monte Carlo comparison of reconstructed cos(muon, neutrino
angle) is shown with cumulative systematic errors. The bottom plot shows the fractional
errors compared with the Data/Monte Carlo ratio.
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Figure B.11: The reconstructed vs true distribution for cos(muon, neutrino angle) is
shown, along with the unfolding matrix used for the central value cross section mea-
surement.
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Figure B.12: The signal efficiency and purity is given in terms of cos(muon, neutrino
angle). The error bars represent the Monte Carlo statistical uncertainty.
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B.5 Pion Kinetic Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.13

• Unfolding Matrix: Figure B.14(b)

• Signal efficiency: Figure B.15(a)

• Signal purity: Figure B.15(b)
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Figure B.13: A Data/Monte Carlo comparison of reconstructed pion kinetic energy is
shown with cumulative systematic errors. The bottom plot shows the fractional errors
compared with the Data/Monte Carlo ratio.
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Figure B.14: The reconstructed vs true distribution for pion kinetic energy is shown,
along with the unfolding matrix used for the central value cross section measurement.
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Figure B.15: The signal efficiency and purity is given in terms of pion kinetic energy.
The error bars represent the Monte Carlo statistical uncertainty.
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B.6 Pion Direction

• Reconstructed Data/Monte Carlo comparison: Figure B.16

• Unfolding Matrix: Figure B.17(b)

• Signal efficiency: Figure B.18(a)

• Signal purity: Figure B.18(b)



209

Cos(Pion,Neutrino Angle)
-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 1

)) #$
(c

os
(

(
 n(

0

20

40

60

80

100

120

140

160

180

200

310× Data
XSec
Beam
OM
DISC
pi+
QTCORR
K+

Cos(Pion,Neutrino Angle)
-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 10.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
Data/MC
OM
XSec
QTCORR
Beam
DISC
pi+
K+

Figure B.16: A Data/Monte Carlo comparison of reconstructed cos(pion, neutrino an-
gle) is shown with cumulative systematic errors. The bottom plot shows the fractional
errors compared with the Data/Monte Carlo ratio.
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Figure B.17: The reconstructed vs true distribution for cos(pion, neutrino angle) is
shown, along with the unfolding matrix used for the central value cross section mea-
surement.
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Figure B.18: The signal efficiency and purity is given in terms of cos(pion, neutrino
angle). The error bars represent the Monte Carlo statistical uncertainty.
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B.7 Pion/Nucleon Mass

• Reconstructed Data/Monte Carlo comparison: Figure B.19
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Figure B.19: A Data/Monte Carlo comparison of reconstructed N+π+mass is shown
with cumulative systematic errors. The bottom plot shows the fractional errors com-
pared with the Data/Monte Carlo ratio.
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B.8 Q Squared vs Neutrino Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.20

• Reconstructed Monte Carlo Fractional Errors: Figures B.22 and B.23

• Signal efficiency: Figure B.24(a)

• Signal purity: Figure B.24(c)
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Figure B.20: The reconstructed Q2 vs neutrino energy distribution is shown for both
the data (top) and Monte Carlo (bottom).



215

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

)2
Q

 S
qu

ar
ed

 (M
eV

0

200

400

600

800

1000

1200

1400

310×

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

)2
Q

 S
qu

ar
ed

 (M
eV

0

200

400

600

800

1000

1200

1400

310×

Figure B.21: The Monte Carlo reconstructed Q2 vs energy distribution is shown (top)
along with the total fractional uncertainties (bottom).
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) Reconstructed Monte Carlo distri-
bution

Figure B.22: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is also shown for reference. Note that the color scales differ
for each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “π+” error source.
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(b) The fractional systematic uncer-
tainty from the “OM” error source.
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(c) The fractional systematic uncer-
tainty from the “DISC” error source.
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(d) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(e) Reconstructed Monte Carlo distri-
bution

Figure B.23: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is also shown for reference. Note that the color scales differ
for each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) Signal Efficiency
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(b) Fractional Monte Carlo Statistical
Error on the Signal Efficiency
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(c) Signal Purity

Si
gn

al
 P

ur
ity

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600 1800 2000

Q
 S

qu
ar

ed
 (M

eV
^2

)
0

200

400

600

800

1000

1200

1400

310×

(d) Fractional Monte Carlo Statistical
Error on the Signal Purity

Figure B.24: The signal efficiency and purity are shown for the Q2 vs neutrino en-
ergy distribution. The fractional errors due to Monte Carlo statistics for each of these
distributions is also given for all bins with at least 10 events in the numerator.



219

B.9 Muon Kinetic Energy vs Neutrino Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.25

• Reconstructed Monte Carlo Fractional Errors: Figures B.27 and B.28

• Signal efficiency: Figure B.29(a)

• Signal purity: Figure B.29(c)
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Figure B.25: The reconstructed muon kinetic energy vs neutrino energy distribution is
shown for both the data (top) and Monte Carlo (bottom).
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Figure B.26: The Monte Carlo reconstructed muon kinetic energy vs neutrino energy
distribution is shown (top) along with the total fractional uncertainties (bottom).



222

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

M
uo

n 
Ki

ne
tic

 E
ne

rg
y 

(M
eV

)
0

200

400

600

800

1000

1200

1400

(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) Reconstructed Monte Carlo distri-
bution

Figure B.27: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “π+” error source.

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.05

0.1

0.15

0.2

0.25

0.3

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

M
uo

n 
Ki

ne
tic

 E
ne

rg
y 

(M
eV

)

0

200

400

600

800

1000

1200

1400
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tainty from the “OM” error source.
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(c) The fractional systematic uncer-
tainty from the “DISC” error source.
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(d) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(e) Reconstructed Monte Carlo distri-
bution

Figure B.28: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(c) Signal Purity
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(d) Fractional Monte Carlo Statistical
Error on the Signal Purity

Figure B.29: The signal efficiency and purity are shown for the muon kinetic energy
vs neutrino energy distribution. The fractional errors due to Monte Carlo statistics
for each of these distributions is also given for all bins with at least 10 events in the
numerator.
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B.10 Muon Direction vs Neutrino Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.30

• Reconstructed Monte Carlo Fractional Errors: Figures B.32 and B.33

• Signal efficiency: Figure B.34(a)

• Signal purity: Figure B.34(c)
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Figure B.30: The reconstructed cos(muon, neutrino angle) vs neutrino energy distribu-
tion is shown for both the data (top) and Monte Carlo (bottom).
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Figure B.31: The Monte Carlo reconstructed muon cos(muon, neutrino angle) vs neu-
trino energy distribution is shown (top) along with the total fractional uncertainties
(bottom).
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) Reconstructed Monte Carlo distri-
bution

Figure B.32: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “π+” error source.
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(b) The fractional systematic uncer-
tainty from the “OM” error source.
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(c) The fractional systematic uncer-
tainty from the “DISC” error source.
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(d) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(e) Reconstructed Monte Carlo distri-
bution

Figure B.33: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) Signal Efficiency
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(b) Fractional Monte Carlo Statistical
Error on the Signal Efficiency
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(c) Signal Purity
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(d) Fractional Monte Carlo Statistical
Error on the Signal Purity

Figure B.34: The signal efficiency and purity are shown for the muon cos(muon, neu-
trino angle) vs neutrino energy distribution. The fractional errors due to Monte Carlo
statistics for each of these distributions is also given for all bins with at least 10 events
in the numerator.
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B.11 Pion Kinetic Energy vs Neutrino Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.35

• Reconstructed Monte Carlo Fractional Errors: Figures B.37 and B.38

• Signal efficiency: Figure B.39(a)

• Signal purity: Figure B.39(c)
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Figure B.35: The reconstructed pion kinetic energy vs neutrino energy distribution is
shown for both the data (top) and Monte Carlo (bottom).
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Figure B.36: The Monte Carlo reconstructed pion kinetic energy vs neutrino energy
distribution is shown (top) along with the total fractional uncertainties (bottom).



234

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

Pi
on

 K
in

et
ic

 E
ne

rg
y 

(M
eV

)
0

50

100

150

200

250

300

350

400

(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

Pi
on

 K
in

et
ic

 E
ne

rg
y 

(M
eV

)

0

50

100

150

200

250

300

350

400

(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) Reconstructed Monte Carlo distri-
bution

Figure B.37: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “π+” error source.
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(b) The fractional systematic uncer-
tainty from the “OM” error source.
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(c) The fractional systematic uncer-
tainty from the “DISC” error source.

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.1

0.2

0.3

0.4

0.5

Neutrino Energy (MeV)
600 800 1000 1200 1400 1600

Pi
on

 K
in

et
ic

 E
ne

rg
y 

(M
eV

)

0

50

100

150

200

250

300

350

400

(d) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(e) Reconstructed Monte Carlo distri-
bution

Figure B.38: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(c) Signal Purity
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(d) Fractional Monte Carlo Statistical
Error on the Signal Purity

Figure B.39: The signal efficiency and purity are shown for the pion kinetic energy
vs neutrino energy distribution. The fractional errors due to Monte Carlo statistics
for each of these distributions is also given for all bins with at least 10 events in the
numerator.
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B.12 Pion Direction vs Neutrino Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.40

• Reconstructed Monte Carlo Fractional Errors: Figures B.42 and B.43

• Signal efficiency: Figure B.44(a)

• Signal purity: Figure B.44(c)
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Figure B.40: The reconstructed cos(pion, neutrino angle) vs neutrino energy distribution
is shown for both the data (top) and Monte Carlo (bottom).
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Figure B.41: The Monte Carlo reconstructed pion cos(pion, neutrino angle) vs neutrino
energy distribution is shown (top) along with the total fractional uncertainties (bottom).
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) Reconstructed Monte Carlo distri-
bution

Figure B.42: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “π+” error source.
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(b) The fractional systematic uncer-
tainty from the “OM” error source.
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(c) The fractional systematic uncer-
tainty from the “DISC” error source.
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(d) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(e) Reconstructed Monte Carlo distri-
bution

Figure B.43: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) Signal Efficiency
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(b) Fractional Monte Carlo Statistical
Error on the Signal Efficiency
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(c) Signal Purity
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(d) Fractional Monte Carlo Statistical
Error on the Signal Purity

Figure B.44: The signal efficiency and purity are shown for the pion cos(pion, neutrino
angle) vs neutrino energy distribution. The fractional errors due to Monte Carlo statis-
tics for each of these distributions is also given for all bins with at least 10 events in the
numerator.
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B.13 Muon Direction vs Kinetic Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.45

• Reconstructed Monte Carlo Fractional Errors: Figures B.47 and B.48

• Signal efficiency: Figure B.49(a)

• Signal purity: Figure B.49(c)
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Figure B.45: The reconstructed cos(muon, neutrino angle) vs muon kinetic energy dis-
tribution is shown for both the data (top) and Monte Carlo (bottom).
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Figure B.46: The Monte Carlo reconstructed cos(muon, neutrino angle) vs muon kinetic
energy distribution is shown (top) along with the total fractional uncertainties (bottom).
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) Reconstructed Monte Carlo distri-
bution

Figure B.47: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) The fractional systematic uncer-
tainty from the “π+” error source.
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(b) The fractional systematic uncer-
tainty from the “OM” error source.
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(c) The fractional systematic uncer-
tainty from the “DISC” error source.
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(d) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(e) Reconstructed Monte Carlo distri-
bution

Figure B.48: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is shown for reference. Note that the color scales differ for
each systematic error source. An explanation of each error is given in Section 6.4.7.
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(a) Signal Efficiency
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(b) Fractional Monte Carlo Statistical
Error on the Signal Efficiency
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(c) Signal Purity
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(d) Fractional Monte Carlo Statistical
Error on the Signal Purity

Figure B.49: The signal efficiency and purity are shown for the cos(muon, neutrino
angle) vs muon kinetic energy distribution. The fractional errors due to Monte Carlo
statistics for each of these distributions is also given for all bins with at least 10 events
in the numerator.
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B.14 Pion Direction vs Kinetic Energy

• Reconstructed Data/Monte Carlo comparison: Figure B.50

• Reconstructed Monte Carlo Fractional Errors: Figures B.52 and B.53

• Signal efficiency: Figure B.54(a)

• Signal purity: Figure B.54(c)
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Figure B.50: The reconstructed cos(pion, neutrino angle) vs pion kinetic energy distri-
bution is shown for both the data (top) and Monte Carlo (bottom).
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Figure B.51: The Monte Carlo reconstructed cos(pion, neutrino angle) vs pion kinetic
energy distribution is shown (top) along with the total fractional uncertainties (bottom).
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(a) The fractional systematic uncer-
tainty from the “XSec” error source.
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(b) The fractional systematic uncer-
tainty from the “Beam” error source.
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(c) The fractional systematic uncer-
tainty from the “K+” error source.
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(d) Reconstructed Monte Carlo distri-
bution

Figure B.52: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is also shown for reference. Note that the color scales differ
for each systematic error source. An explanation of each error is given in Section 6.4.7.



253

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.02

0.04

0.06

0.08

0.1

Pion Kinetic Energy (MeV)
0 50 100 150 200 250 300 350 400

Co
s(

Pi
on

,N
eu

tri
no

 A
ng

le
)

-1

-0.8

-0.6

-0.4

-0.2

-0

0.2

0.4

0.6

0.8

1

(a) The fractional systematic uncer-
tainty from the “π+” error source.
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(b) The fractional systematic uncer-
tainty from the “OM” error source.
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(c) The fractional systematic uncer-
tainty from the “DISC” error source.
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(d) The fractional systematic uncer-
tainty from the “QTCORR” error
source.
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(e) Reconstructed Monte Carlo distri-
bution

Figure B.53: The fractional systematic uncertainties on the reconstructed Monte Carlo
distribution are shown for four of the error sources. The central value reconstructed
Monte Carlo distribution is also shown for reference. Note that the color scales differ
for each systematic error source. An explanation of each error is given in Section 6.4.7.
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(b) Fractional Monte Carlo Statistical
Error on the Signal Efficiency
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(c) Signal Purity
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(d) Fractional Monte Carlo Statistical
Error on the Signal Purity

Figure B.54: The signal efficiency and purity are shown for the pion cos(pion, neutrino
angle) vs kinetic energy distribution. The fractional errors due to Monte Carlo statistics
for each of these distributions is also given for all bins with at least 10 events in the
numerator.
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B.15 Cross Section Values

Table B.1: The σ(Eν) results from Figure 6.11 are given with the total uncertainty.

bin low edge central value (/10−38cm2) % uncertainty
500 0.621 12.819
600 1.168 11.576
650 1.603 10.522
700 1.996 10.199
750 2.456 10.068
800 2.880 9.957
850 3.286 9.826
900 3.757 10.234
950 4.174 10.375
1000 4.661 10.740
1050 4.954 11.316
1100 5.266 11.520
1150 5.600 12.327
1200 5.875 12.810
1250 6.197 13.276
1300 6.630 13.853
1350 7.001 14.573
1400 7.232 15.191
1450 7.785 15.850
1500 8.139 16.480
1550 8.483 16.887
1600 8.831 17.334
1650 9.076 17.947
1700 9.619 18.224
1750 9.651 18.900
1800 10.272 19.574
1900 10.737 19.935
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Table B.2: The ∂σ/∂(Q2) results from Figure 6.12 are given with the total uncertainty.

bin low edge central value (/10−45cm2/MeV2) % uncertainty
0.00e+00 38.519 20.002
5.00e+04 56.958 14.916
1.00e+05 56.837 13.491
1.50e+05 53.352 12.949
2.00e+05 47.265 13.088
2.50e+05 42.504 13.366
3.00e+05 38.038 13.421
3.50e+05 33.204 13.801
4.00e+05 29.188 14.073
4.50e+05 25.001 14.365
5.00e+05 21.881 14.531
5.50e+05 18.851 14.624
6.00e+05 16.538 15.101
6.50e+05 14.183 14.928
7.00e+05 12.277 15.414
7.50e+05 10.576 15.899
8.00e+05 8.895 15.799
8.50e+05 7.736 15.812
9.00e+05 6.549 16.477
9.50e+05 5.323 16.856
1.05e+06 3.994 16.637
1.15e+06 2.691 17.320
1.30e+06 1.676 18.252
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Table B.3: The ∂σ/∂(KEµ) results from Figure 6.13 are given with the total uncertainty.

bin low edge central value (/10−42cm2/MeV) % uncertainty
0 24.794 15.043
50 36.949 14.622
100 41.325 14.145
150 42.464 13.866
200 41.572 13.825
250 39.211 13.749
300 37.265 13.803
350 34.602 13.555
400 31.720 13.610
450 28.758 13.325
500 26.119 13.673
550 23.114 13.862
600 20.615 13.995
650 18.515 14.334
700 15.970 14.355
750 14.209 14.902
800 12.372 15.381
850 10.601 15.888
900 9.219 16.522
950 7.713 17.328
1000 5.966 18.105
1100 4.328 19.844
1200 2.258 26.186
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Table B.4: The ∂σ/∂(cos(θµ,ν)) results from Figure 6.14 are given with the total uncer-
tainty.

bin low edge central value (/10−39cm2) % uncertainty
-1.00 1.556 17.290
-0.80 2.496 16.926
-0.60 2.997 15.049
-0.50 3.446 14.588
-0.40 3.875 14.002
-0.30 4.496 14.317
-0.20 5.259 14.965
-0.10 5.802 14.494
-0.05 6.327 14.240
0.00 6.931 13.983
0.05 7.414 14.293
0.10 8.063 13.964
0.15 8.673 14.360
0.20 9.602 13.839
0.25 10.371 13.845
0.30 11.594 13.753
0.35 13.528 14.385
0.40 14.599 13.839
0.45 15.683 13.746
0.50 17.844 13.879
0.55 20.569 13.997
0.60 23.676 13.715
0.65 26.614 13.288
0.70 31.753 13.563
0.75 35.541 13.586
0.80 42.882 13.307
0.85 52.197 13.425
0.90 63.302 14.161
0.95 81.990 18.891
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Table B.5: The ∂σ/∂(KEπ) results from Figure 6.15 are given with the total uncertainty.

bin low edge central value (/10−41cm2/MeV) % uncertainty
0 1.791 12.818
25 5.411 12.437
50 8.806 13.150
75 10.847 12.618
100 10.904 11.527
125 9.885 12.155
150 8.756 13.079
175 7.775 13.861
200 7.128 14.580
225 6.221 15.310
250 5.447 16.084
275 4.703 16.887
300 4.038 17.465
325 3.372 17.826
350 2.800 18.055
375 2.385 18.435
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Table B.6: The ∂σ/∂(cos(θπ,ν)) results from Figure 6.16 are given with the total uncer-
tainty.

bin low edge central value (/10−39cm2) % uncertainty
-1.00 2.877 12.745
-0.95 3.127 12.921
-0.90 3.298 13.495
-0.85 3.586 12.982
-0.80 3.797 13.978
-0.75 3.946 13.038
-0.70 4.282 13.079
-0.65 4.570 11.915
-0.60 4.738 12.078
-0.55 5.077 11.500
-0.50 5.394 11.459
-0.45 5.558 12.247
-0.40 6.117 12.243
-0.35 6.684 11.946
-0.30 7.063 12.141
-0.25 7.534 12.069
-0.20 7.979 11.658
-0.15 8.539 11.872
-0.10 8.994 11.727
-0.05 9.974 11.907
0.00 10.756 11.946
0.05 11.431 12.032
0.10 12.303 12.405
0.15 13.454 12.540
0.20 14.364 12.744
0.25 15.264 12.582
0.30 16.399 13.136
0.35 17.446 13.589
0.40 18.867 13.182
0.45 20.586 13.484
0.50 22.492 13.566
0.55 23.890 14.028
0.60 26.112 13.870
0.65 28.189 14.008
0.70 30.226 14.102
0.75 32.520 14.367
0.80 34.819 14.822
0.85 37.354 15.108
0.90 39.415 16.496
0.95 42.948 18.497



261

Table B.7: The first of three tables detailing the ∂σ(Eν)/∂(Q2) results from Figure 6.17
(10−44cm2/MeV2).

bin low edge 500 600 650 700 750 800 850 900
7.00e+05 0.932
6.50e+05 0.806 1.517
6.00e+05 0.646 1.290 2.167
5.50e+05 0.459 1.158 1.803 2.327
5.00e+05 0.353 0.767 1.787 2.399 3.150
4.50e+05 0.683 1.543 2.353 3.072 3.886
4.00e+05 0.548 1.340 2.537 3.191 4.158 4.768
3.50e+05 1.150 2.046 3.198 4.011 4.777 5.582
3.00e+05 0.993 1.964 3.159 4.067 5.099 5.920 5.970
2.50e+05 1.882 3.081 4.116 5.271 5.917 6.591 6.694
2.00e+05 0.986 2.904 4.204 5.243 6.100 6.727 6.970 7.525
1.50e+05 1.917 4.096 5.480 6.357 7.188 7.488 7.603 8.328
1.00e+05 3.156 5.231 6.633 7.079 7.532 7.782 8.096 8.888
5.00e+04 4.375 6.040 6.601 7.093 7.429 7.614 7.789 8.185
0.00e+00 1.861 2.757 3.289 3.711 4.056 4.556 4.937 5.279
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Table B.8: The second of three tables detailing the ∂σ(Eν)/∂(Q2) results from Fig-
ure 6.17 (10−44cm2/MeV2).

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
1.15e+06 0.333 0.596 0.766
1.05e+06 0.595 0.834 1.046 1.159
9.50e+05 0.469 0.695 1.069 1.297 1.631 1.856
9.00e+05 0.820 1.229 1.449 1.879 1.875 2.260
8.50e+05 0.742 1.121 1.416 1.676 2.054 2.499 2.619
8.00e+05 0.636 1.031 1.480 1.905 2.370 2.677 2.892 3.274
7.50e+05 1.008 1.586 2.029 2.316 2.608 3.046 3.303 3.372
7.00e+05 1.499 2.057 2.407 2.789 3.142 3.392 3.724 3.813
6.50e+05 2.064 2.496 2.876 3.018 3.844 3.597 4.008 4.439
6.00e+05 2.386 3.200 3.585 4.018 4.074 4.363 4.993 5.196
5.50e+05 2.994 3.669 4.008 4.406 4.548 5.049 4.862 5.385
5.00e+05 3.602 4.339 4.688 5.169 5.374 5.540 5.462 6.302
4.50e+05 4.602 5.047 5.526 5.256 5.798 6.214 6.092 6.214
4.00e+05 4.994 5.880 6.231 6.436 6.426 6.832 6.815 6.990
3.50e+05 6.262 6.569 6.563 6.818 7.139 7.488 7.278 7.870
3.00e+05 7.234 7.151 7.173 7.826 7.725 7.768 8.157 8.602
2.50e+05 7.425 7.544 8.027 7.951 7.791 8.131 8.616 8.677
2.00e+05 7.850 8.582 8.326 8.630 8.484 9.038 8.943 9.329
1.50e+05 8.696 9.166 8.978 9.307 9.107 9.353 9.215 9.497
1.00e+05 8.397 9.308 9.311 9.425 9.666 9.245 9.329 9.848
5.00e+04 8.117 8.280 8.509 8.845 9.052 8.684 9.115 8.676
0.00e+00 5.781 6.062 6.058 5.843 6.484 6.555 6.622 6.939
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Table B.9: The third of three tables detailing the ∂σ(Eν)/∂(Q2) results from Figure 6.17
(10−44cm2/MeV2).

bin low edge 1350 1400 1450 1500 1550 1600 1650
1.30e+06 0.438 0.606 0.746 0.984 1.022 1.199 1.171
1.15e+06 1.058 1.050 1.264 1.502 1.553 1.882 1.805
1.05e+06 1.375 1.793 1.899 2.252 2.496 2.274 2.592
9.50e+05 2.111 2.194 2.326 2.604 3.160 3.146 3.031
9.00e+05 2.345 2.721 3.381 2.946 3.485
8.50e+05 2.813 3.055 3.464 4.094 3.578 3.745
8.00e+05 3.305 3.280 3.758 3.571 4.125 4.249
7.50e+05 3.760 4.486 4.092 4.525 3.957 4.384
7.00e+05 4.129 4.350 5.271 4.625 5.042 4.644
6.50e+05 4.527 4.931 4.894 5.365 5.191 4.878 5.262
6.00e+05 5.074 4.805 5.616 5.856 5.345 5.990 5.815
5.50e+05 5.215 5.770 5.588 6.548 6.928 7.009 6.828
5.00e+05 6.082 6.269 6.604 5.908 6.977 7.043 6.844
4.50e+05 6.506 7.303 6.800 7.075 6.239 7.311 7.508
4.00e+05 7.189 6.774 7.877 7.358 8.101 7.682 8.538
3.50e+05 7.642 7.517 8.022 8.483 8.091 8.253 8.469
3.00e+05 8.659 8.488 8.425 8.523 8.910 8.678 9.805
2.50e+05 9.662 9.219 9.449 8.803 9.665 10.011 10.328
2.00e+05 9.463 9.367 9.811 10.191 10.055 11.370 11.142
1.50e+05 9.779 9.953 10.354 11.403 10.905 11.464 10.531
1.00e+05 9.600 10.109 10.819 9.854 10.978 10.876 10.345
5.00e+04 9.032 8.598 9.618 10.206 10.193 10.347 10.747
0.00e+00 7.489 7.162 7.385 7.918 8.393 8.392 8.842



264

Table B.10: The first of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(Q2) results from Figure 6.17.

bin low edge 500 600 650 700 750 800 850 900
7.00e+05 17.076
6.50e+05 18.670 19.730
6.00e+05 24.816 22.389 20.757
5.50e+05 21.930 17.187 15.991 17.035
5.00e+05 24.148 17.522 18.547 15.262 13.727
4.50e+05 19.273 16.476 14.636 12.762 12.697
4.00e+05 18.832 15.072 15.785 11.566 11.957 13.192
3.50e+05 17.857 13.842 11.961 12.696 11.782 12.899
3.00e+05 15.731 12.518 11.060 12.504 12.242 11.840 12.274
2.50e+05 13.159 12.030 12.520 11.531 11.475 11.645 11.519
2.00e+05 14.390 13.563 11.254 11.258 11.347 10.819 10.680 10.892
1.50e+05 10.705 10.617 11.069 10.712 10.692 10.860 10.610 11.520
1.00e+05 10.406 11.120 10.751 10.731 10.842 11.431 11.396 11.233
5.00e+04 12.380 12.798 12.516 13.953 13.894 13.658 13.626 13.295
0.00e+00 20.463 19.097 19.683 19.353 18.618 18.143 17.532 16.648
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Table B.11: The second of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(Q2) results from Figure 6.17.

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
1.15e+06 22.806 26.379 23.959
1.05e+06 24.119 23.494 28.685 23.828
9.50e+05 24.824 21.910 21.837 20.730 19.260 20.610
9.00e+05 21.933 22.214 20.136 23.845 20.378 19.112
8.50e+05 28.602 21.824 18.064 20.220 18.063 21.357 20.409
8.00e+05 24.182 21.858 20.610 20.631 19.266 18.015 17.698 19.275
7.50e+05 23.584 19.887 21.405 18.313 16.142 18.153 17.168 18.095
7.00e+05 19.911 17.155 18.005 16.981 16.758 15.598 15.741 17.691
6.50e+05 18.157 18.974 16.808 14.970 15.230 16.686 16.235 17.935
6.00e+05 16.799 16.266 14.710 14.406 16.380 14.913 16.357 17.656
5.50e+05 15.227 14.775 13.565 14.282 15.224 16.326 16.013 16.106
5.00e+05 14.386 13.306 14.459 15.244 15.118 14.451 15.340 16.202
4.50e+05 13.325 13.188 13.852 13.855 14.579 17.523 15.894 16.627
4.00e+05 13.237 14.047 14.476 14.730 15.223 14.493 15.574 14.841
3.50e+05 12.533 13.321 13.810 13.504 14.768 14.422 15.065 15.249
3.00e+05 12.265 12.670 12.609 12.686 12.808 14.653 15.004 14.665
2.50e+05 11.473 11.760 11.862 12.518 13.350 13.379 13.779 14.920
2.00e+05 11.139 12.265 12.174 12.568 13.296 13.889 14.272 14.562
1.50e+05 11.480 11.847 12.139 12.084 13.661 13.882 15.069 14.888
1.00e+05 12.123 12.007 12.688 12.663 13.709 14.514 14.808 15.552
5.00e+04 13.277 13.305 13.971 14.023 15.061 15.477 17.314 19.337
0.00e+00 16.382 16.446 18.496 18.757 19.266 18.693 19.873 21.585
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Table B.12: The third of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(Q2) results from Figure 6.17.

bin low edge 1350 1400 1450 1500 1550 1600 1650
1.30e+06 21.978 26.894 23.020 27.855 30.377 27.739 25.605
1.15e+06 22.942 22.018 25.809 21.762 23.289 22.462 25.960
1.05e+06 20.985 20.616 26.295 24.242 20.202 25.326 25.508
9.50e+05 21.590 20.685 20.954 24.246 20.556 20.645 21.885
9.00e+05 19.837 19.542 22.352 22.159 28.156
8.50e+05 18.876 20.632 21.641 22.364 27.700 22.379
8.00e+05 19.213 20.695 20.639 21.638 25.241 23.963
7.50e+05 19.857 20.739 20.365 23.444 22.171 23.923
7.00e+05 17.793 21.951 18.702 22.167 21.538 24.283
6.50e+05 19.073 20.071 19.505 18.770 21.473 21.802 25.285
6.00e+05 17.246 17.348 19.626 20.669 23.532 19.290 24.587
5.50e+05 16.426 17.900 17.785 21.241 20.952 21.020 24.467
5.00e+05 17.020 19.260 19.344 21.050 21.323 22.179 23.441
4.50e+05 16.975 18.650 17.855 19.759 20.903 28.385 24.200
4.00e+05 16.848 18.124 17.646 18.577 19.367 21.174 22.363
3.50e+05 17.583 15.941 17.705 19.010 20.218 20.207 24.460
3.00e+05 15.657 17.321 17.602 18.753 18.601 20.352 21.525
2.50e+05 16.481 16.327 17.509 17.685 18.049 20.139 21.546
2.00e+05 15.144 16.927 18.037 17.820 19.912 20.318 23.828
1.50e+05 16.305 16.223 18.273 17.819 18.631 20.850 22.687
1.00e+05 16.308 16.789 17.662 18.513 18.823 20.548 21.797
5.00e+04 19.387 21.157 20.099 20.615 20.543 22.107 23.944
0.00e+00 24.105 24.796 25.610 25.867 24.793 27.592 26.247
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Table B.13: The first of three tables detailing the ∂σ(Eν)/∂(KEµ) results from Fig-
ure 6.20 (10−41cm2/MeV).

bin low edge 500 600 650 700 750 800 850 900
550 0.509 1.250
500 0.517 1.291 2.650
450 0.411 1.173 2.431 4.633
400 0.361 1.046 2.293 4.376 7.084
350 1.082 2.116 4.401 6.895 8.378
300 0.330 1.026 2.187 4.395 6.299 7.930 9.218
250 0.174 0.960 2.031 4.007 6.264 7.921 8.586 9.411
200 0.541 1.864 4.109 6.129 7.794 8.542 9.231 9.298
150 1.293 3.705 5.805 7.722 8.623 9.272 9.255 8.877
100 2.298 5.533 7.364 8.330 8.824 8.741 8.129 7.634
50 4.049 6.906 7.837 7.581 7.371 6.575 5.902 5.402
0 4.619 5.036 4.818 4.079 3.733 3.364 2.913 2.761
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Table B.14: The second of three tables detailing the ∂σ(Eν)/∂(KEµ) results from Fig-
ure 6.20 (10−41cm2/MeV).

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
950 1.545
900 2.694
850 1.330 2.732 4.500
800 1.272 2.607 5.073 7.500
750 1.441 2.788 4.941 7.215 8.726
700 1.218 2.563 5.080 7.222 8.260 9.030
650 1.256 2.622 4.816 7.083 8.532 9.787 9.571
600 1.226 2.639 4.966 7.181 8.828 9.129 9.004 8.972
550 2.461 4.787 6.840 8.450 9.137 9.345 8.836 9.658
500 4.606 7.248 8.544 9.405 9.185 9.172 8.911 8.836
450 7.255 8.379 9.101 9.771 9.578 8.856 8.489 8.406
400 8.753 9.596 9.791 9.262 8.707 8.870 8.711 8.088
350 9.746 10.209 9.561 9.194 8.758 7.945 8.486 7.953
300 9.406 9.917 9.884 8.718 9.002 8.040 7.970 7.719
250 9.574 9.186 9.134 8.617 8.197 7.918 7.195 7.412
200 9.346 9.078 8.572 7.958 7.738 7.196 6.500 6.229
150 8.383 8.046 7.265 7.074 6.563 6.468 5.919 5.490
100 6.699 6.737 6.181 5.702 5.471 4.836 4.446 4.143
50 4.783 4.475 4.034 3.801 3.604 3.289 3.097 2.990
0 2.583 2.554 2.463 2.220 1.955 1.932 1.848 1.837
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Table B.15: The third of three tables detailing the ∂σ(Eν)/∂(KEµ) results from Fig-
ure 6.20 (10−41cm2/MeV).

bin low edge 1350 1400 1450 1500 1550 1600 1650
1200 2.123
1100 2.294 4.436 6.776 8.775
1000 0.952 2.068 4.056 6.528 8.514 9.483 9.233
950 3.048 5.045 7.303 8.862 9.693 9.839 9.499
900 5.182 7.333 9.137 9.661 10.080 9.209 9.378
850 7.152 8.763 9.344 10.488 9.668 9.052 8.868
800 8.234 9.698 9.481 9.661 9.464 8.217 9.136
750 9.600 9.546 9.525 8.046 8.281 8.905 9.057
700 8.871 9.071 9.011 8.417 8.519 8.313 7.389
650 9.798 9.033 8.721 7.838 7.828 7.155 7.110
600 9.102 9.086 8.170 8.208 7.413 7.640 6.511
550 8.592 7.388 8.586 7.598 7.937 6.935 7.209
500 8.800 7.821 8.014 7.816 7.031 7.276 6.270
450 7.895 8.599 7.281 7.636 7.417 6.176 5.680
400 7.689 7.307 7.624 7.142 6.270 6.195 6.025
350 7.203 6.738 6.856 7.277 5.849 6.655 5.821
300 7.002 6.712 6.856 6.437 6.339 5.866 5.647
250 6.645 6.334 6.419 6.054 5.484 5.113 5.040
200 6.578 5.695 5.545 5.643 4.899 4.793 4.489
150 5.209 4.716 4.924 4.515 4.238 4.407
100 4.064 3.549 3.783 3.413 3.148
50 3.066 2.686 2.750 2.733
0 1.811
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Table B.16: The first of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(KEµ) results from Figure 6.20.

bin low edge 500 600 650 700 750 800 850 900
550 21.814 14.167
500 20.471 14.496 11.495
450 20.470 16.346 12.777 11.316
400 23.378 17.554 15.004 12.382 11.226
350 19.259 16.071 13.198 11.046 10.570
300 20.445 16.453 14.631 12.951 11.563 10.791 10.700
250 22.921 16.256 13.362 11.856 11.207 10.957 9.708 10.744
200 17.893 13.677 11.238 10.209 10.245 10.589 10.118 11.333
150 14.647 12.615 10.944 10.701 10.553 10.626 10.715 11.606
100 15.183 12.344 11.092 11.047 10.779 11.465 11.805 12.699
50 14.288 13.429 12.204 12.529 13.221 12.716 13.826 14.785
0 14.015 13.168 13.519 14.866 15.020 15.465 17.773 18.029
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Table B.17: The second of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(KEµ) results from Figure 6.20.

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
950 25.088
900 18.354
850 23.249 18.368 17.970
800 20.305 18.445 18.196 16.102
750 17.463 15.616 14.687 15.020 15.347
700 18.359 16.167 14.382 14.381 15.708 15.824
650 19.331 16.827 14.576 14.231 14.214 14.881 16.170
600 14.755 14.052 12.347 12.453 13.675 15.146 14.693 15.492
550 13.964 13.497 12.701 13.237 13.651 15.008 15.235 16.645
500 11.700 12.100 11.422 12.936 14.048 14.256 15.214 16.311
450 11.083 10.784 11.427 12.443 13.474 14.240 14.475 15.080
400 11.250 11.523 12.037 12.359 13.630 13.395 15.744 16.348
350 10.856 11.818 12.294 13.085 13.309 13.773 14.766 16.341
300 10.871 11.929 13.380 13.666 14.683 14.669 14.621 17.747
250 10.916 12.299 12.621 13.547 13.837 15.218 15.646 16.479
200 11.437 12.094 13.075 13.433 14.634 15.236 16.122 17.624
150 12.224 12.712 13.813 13.378 15.318 15.656 16.746 17.341
100 12.731 13.334 14.528 15.463 15.623 17.357 16.446 20.274
50 14.085 16.201 16.396 17.926 18.306 18.851 20.213 19.264
0 16.935 18.468 21.206 18.833 24.038 22.265 22.611 25.563
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Table B.18: The third of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(KEµ) results from Figure 6.20.

bin low edge 1350 1400 1450 1500 1550 1600 1650
1200 24.634
1100 23.074 20.985 21.298 21.646
1000 23.891 19.533 20.394 17.988 19.658 21.897 23.351
950 19.403 18.425 19.058 20.047 20.771 21.509 26.089
900 18.676 18.665 18.778 19.799 21.205 22.769 24.365
850 16.558 17.440 18.099 19.501 23.183 22.018 25.582
800 16.233 17.253 19.369 20.555 20.766 26.124 24.908
750 16.171 18.548 18.976 20.266 20.640 25.908 28.601
700 16.548 18.139 18.668 21.089 21.155 23.280 26.921
650 18.164 18.392 19.941 20.630 22.547 21.834 25.720
600 17.235 18.404 20.070 20.500 22.442 25.160 23.165
550 17.264 19.325 20.613 21.459 23.129 21.487 24.649
500 17.485 17.718 20.167 24.692 23.273 24.402 24.598
450 16.319 18.992 18.969 21.795 21.075 21.391 21.341
400 16.514 18.135 19.914 19.832 22.522 21.994 24.511
350 18.192 17.801 17.739 20.870 20.240 22.989 24.870
300 18.205 19.205 19.962 20.205 21.778 21.352 24.541
250 17.029 19.622 20.661 19.821 22.183 24.656 28.373
200 17.466 16.664 18.785 21.373 23.937 23.150 21.099
150 20.342 20.105 19.694 22.805 23.250 23.892
100 20.105 22.192 23.041 25.924 25.396
50 22.852 23.824 26.277 25.495
0 24.089
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Table B.19: The first of three tables detailing the ∂σ(Eν)/∂(cos(θµ,ν)) results from
Figure 6.23 (10−38cm2).

bin low edge 500 600 650 700 750 800 850 900
0.95 0.736 1.353 1.983 2.548 3.204 4.194 5.314 6.289
0.90 0.868 1.607 2.116 2.811 3.732 4.442 5.307 6.508
0.85 0.811 1.491 2.058 2.720 3.315 4.246 4.925 6.217
0.80 0.743 1.429 1.927 2.652 3.157 3.591 4.365 5.319
0.75 0.694 1.266 1.857 2.131 2.628 3.401 3.797 4.794
0.70 0.684 1.173 1.703 2.260 2.739 3.324 3.766 4.499
0.65 0.591 1.124 1.676 2.031 2.639 2.861 3.264 3.853
0.60 0.563 1.207 1.448 1.912 2.346 2.702 3.021 3.391
0.55 0.560 1.095 1.439 1.743 2.245 2.506 2.836 3.059
0.50 0.913 1.379 1.696 1.859 2.200 2.515 2.783
0.45 0.900 1.206 1.578 1.728 1.911 2.337 2.461
0.40 0.810 1.036 1.490 1.722 1.983 1.943 2.409
0.35 0.720 1.030 1.273 1.620 1.986 2.199 2.294
0.30 0.706 0.989 1.049 1.480 1.690 1.976 1.850
0.25 0.890 1.165 1.308 1.421 1.802 1.868
0.20 0.838 1.024 1.202 1.389 1.449 1.612
0.15 0.748 0.927 1.123 1.248 1.584 1.449
0.10 0.772 0.846 1.130 1.286 1.361 1.420
0.05 0.724 0.752 1.056 1.112 1.253 1.120
0.00 0.592 0.768 0.984 1.143 1.207 1.282
-0.05 0.640 0.840 0.880 1.050 1.033 1.146
-0.10 0.723 0.813 0.856 1.008 1.030
-0.20 0.459 0.527 0.643 0.822 0.837 0.857 0.942
-0.30 0.469 0.505 0.664 0.807 0.780 0.873
-0.40 0.432 0.489 0.589 0.653 0.649 0.744
-0.50 0.421 0.452 0.493 0.581 0.619 0.669
-0.60 0.370 0.429 0.488 0.553 0.537 0.526
-0.80 0.226 0.324 0.349 0.385 0.427 0.466 0.463
-1.00 0.195 0.226 0.246 0.246 0.287 0.273
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Table B.20: The second of three tables detailing the ∂σ(Eν)/∂(cos(θµ,ν)) results from
Figure 6.23 (10−38cm2).

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
0.95 7.893 9.056 10.407 11.558 13.791 14.901 16.715 18.160
0.90 7.139 8.579 9.616 10.855 12.143 12.843 14.171 15.972
0.85 6.542 7.825 8.589 9.913 10.571 11.646 12.665 13.455
0.80 6.071 7.375 7.663 8.248 8.470 9.627 10.068 11.830
0.75 5.424 6.022 6.636 7.272 7.572 8.445 8.597 9.785
0.70 4.939 5.775 5.868 6.498 6.764 7.267 7.695 7.761
0.65 4.630 4.642 4.922 5.483 5.598 5.919 6.307 6.455
0.60 3.914 4.263 4.942 5.215 5.098 5.559 5.142 5.512
0.55 3.543 3.959 3.993 4.097 4.236 4.221 4.243 4.728
0.50 3.200 3.633 3.842 3.521 3.841 3.304 4.141 4.037
0.45 2.836 2.647 3.202 3.173 3.088 3.708 3.290 3.196
0.40 2.912 2.894 3.075 2.824 3.047 3.363 2.964 3.045
0.35 2.417 2.519 2.786 2.691 2.791 2.727 2.907 2.788
0.30 2.070 2.325 2.357 2.159 2.447 2.359 2.497 2.398
0.25 1.864 1.910 2.047 2.154 2.286 1.791 2.176 1.873
0.20 1.884 1.689 1.881 1.935 1.889 2.087 2.120 1.932
0.15 1.524 1.696 1.640 1.894 1.641 1.551 1.620 1.830
0.10 1.392 1.634 1.587 1.726 1.468 1.486 1.507 1.710
0.05 1.343 1.522 1.405 1.507 1.513 1.487 1.390
0.00 1.170 1.532 1.299 1.201 1.282 1.156
-0.05 1.251 1.175 1.155 1.190 1.132 1.059
-0.10 1.052 1.139 1.184 1.123 1.003 1.066
-0.20 0.881 1.032 0.978 0.996 0.956 0.913 0.938 0.869
-0.30 0.838 0.912 0.830 0.824 0.838 0.714 0.708 0.714
-0.40 0.709 0.759 0.679 0.680 0.689 0.679 0.647
-0.50 0.639 0.609 0.593 0.529 0.727 0.591
-0.60 0.558 0.561 0.536 0.514
-0.80 0.454 0.435 0.460 0.420 0.423 0.397 0.361 0.314
-1.00 0.293 0.267 0.247 0.196 0.235 0.303
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Table B.21: The third of three tables detailing the ∂σ(Eν)/∂(cos(θµ,ν)) results from
Figure 6.23 (10−38cm2).

bin low edge 1350 1400 1450 1500 1550 1600 1650
0.95 20.684 21.727 24.874 27.900 31.365 32.930 36.202
0.90 17.304 18.903 21.093 23.509 23.495 25.895 27.000
0.85 15.393 15.876 16.993 16.632 18.979 19.791 21.329
0.80 11.925 12.528 13.173 13.017 13.954 14.749 15.485
0.75 9.697 9.733 10.479 10.183 11.242 11.294 10.970
0.70 8.028 8.217 9.028 9.402 9.414 8.335 8.933
0.65 6.212 6.331 6.684 7.701 6.721 7.342 6.973
0.60 5.415 5.754 5.936 5.993 5.825 5.454 6.109
0.55 4.859 5.092 4.840 4.856 4.868 5.345 4.412
0.50 4.056 3.626 3.769 3.990 3.997 4.298
0.45 3.277 3.377 3.202 3.795 3.165
0.40 2.978 2.799 3.113 3.034
0.35 2.542 2.827 2.875 2.426
0.30 2.307 2.336 1.943
0.25 2.055 2.145
0.20 1.936 1.989
0.15 1.589 1.619
0.10 1.618
-0.20 0.851
-0.30 0.800
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Table B.22: The first of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(cos(θµ,ν)) results from Figure 6.23.

bin low edge 500 600 650 700 750 800 850 900
0.95 25.918 24.595 23.772 22.510 20.909 19.174 17.633 16.622
0.90 20.028 18.144 16.955 17.502 15.846 14.587 13.832 12.658
0.85 20.724 17.406 16.195 15.000 14.145 13.873 13.503 12.095
0.80 16.526 15.737 13.479 13.992 13.157 12.737 11.731 11.277
0.75 15.493 14.457 13.962 14.648 12.581 11.951 11.730 11.177
0.70 15.000 14.375 13.747 11.900 11.734 11.556 11.737 12.771
0.65 15.428 14.222 12.964 11.217 11.603 10.743 10.680 11.698
0.60 16.290 12.769 14.419 12.337 12.624 12.046 12.306 12.066
0.55 15.096 13.321 13.311 12.530 13.254 11.485 13.023 13.288
0.50 14.472 14.179 12.973 12.772 11.894 11.679 13.217
0.45 15.042 12.974 12.288 12.266 14.173 12.273 13.262
0.40 15.994 13.105 12.615 11.601 13.314 12.892 14.020
0.35 13.434 14.185 13.755 14.299 14.556 14.079 14.013
0.30 17.402 15.385 15.110 12.340 13.916 14.510 16.109
0.25 14.910 14.206 15.436 13.686 13.393 15.617
0.20 14.546 13.870 13.136 13.496 14.772 15.788
0.15 15.747 17.038 14.020 13.226 14.449 14.484
0.10 17.541 14.732 15.404 15.532 13.716 16.141
0.05 16.348 15.625 13.203 16.113 15.176 18.602
0.00 17.401 15.764 18.178 17.372 17.761 16.177
-0.05 18.963 20.048 16.777 14.657 19.936 18.417
-0.10 16.265 16.682 16.384 16.413 21.818
-0.20 24.322 15.189 17.270 19.201 14.380 14.799 17.317
-0.30 14.663 15.247 15.777 16.183 14.677 14.772
-0.40 15.754 18.690 16.912 17.134 13.787 19.794
-0.50 21.168 24.121 18.505 15.894 16.832 17.872
-0.60 20.260 20.817 16.002 18.148 21.341 16.970
-0.80 19.884 19.082 21.025 19.029 20.291 21.595 16.548
-1.00 19.708 27.104 17.329 20.127 22.905 19.328
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Table B.23: The second of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(cos(θµ,ν)) results from Figure 6.23.

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
0.95 16.151 16.118 16.761 16.191 16.607 16.269 17.229 18.398
0.90 12.330 12.351 12.531 12.329 13.470 13.655 14.619 14.799
0.85 11.898 11.807 11.847 12.414 13.103 13.768 14.035 14.280
0.80 12.070 11.682 12.610 12.245 13.067 13.798 14.483 15.111
0.75 11.472 11.658 11.980 12.395 13.370 14.210 15.528 15.365
0.70 12.120 12.861 12.728 12.782 13.619 14.668 15.921 15.090
0.65 11.201 12.963 13.057 13.547 13.663 14.461 15.400 16.387
0.60 12.354 12.782 13.336 13.656 15.294 15.665 15.958 15.678
0.55 13.597 12.983 13.715 14.394 15.552 15.352 15.512 17.001
0.50 13.023 12.945 14.235 14.260 14.829 16.121 17.476 18.045
0.45 12.313 13.657 14.201 13.209 15.860 15.351 16.510 17.583
0.40 13.329 14.329 15.497 15.108 15.754 18.836 16.681 17.570
0.35 14.119 15.303 16.760 15.957 19.043 18.453 18.170 19.584
0.30 14.704 16.658 15.273 15.096 16.958 17.653 16.499 18.858
0.25 14.207 15.130 17.120 17.583 16.668 20.766 17.763 21.763
0.20 16.555 16.921 16.521 18.155 18.713 19.442 21.198 24.138
0.15 16.182 18.681 18.421 16.923 18.137 19.027 20.468 25.423
0.10 14.540 21.048 16.547 21.392 21.825 25.132 21.684 21.836
0.05 16.397 16.876 17.583 17.486 18.642 23.977 20.916
0.00 17.931 18.538 16.133 17.559 18.340 22.732
-0.05 18.162 18.799 19.726 19.414 21.007 21.290
-0.10 17.657 18.646 18.793 20.442 21.021 22.285
-0.20 16.112 15.326 17.271 17.015 18.034 19.033 21.209 28.795
-0.30 16.215 15.725 17.593 17.784 19.288 18.615 19.384 22.032
-0.40 17.383 16.331 17.754 18.212 19.571 24.366 20.528
-0.50 17.457 17.995 19.044 18.385 21.251 24.468
-0.60 16.640 16.978 24.731 25.479
-0.80 17.783 18.270 19.468 18.319 22.779 20.362 23.645 23.026
-1.00 19.871 21.797 22.559 20.772 23.566 27.009
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Table B.24: The third of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(cos(θµ,ν)) results from Figure 6.23.

bin low edge 1350 1400 1450 1500 1550 1600 1650
0.95 19.333 20.564 20.338 19.925 19.862 21.926 22.661
0.90 15.559 15.451 17.304 17.489 18.974 19.863 20.450
0.85 15.626 16.435 17.565 18.054 18.514 20.024 21.840
0.80 16.049 16.564 17.124 18.058 19.092 20.099 21.960
0.75 16.446 18.260 18.028 19.434 19.198 19.792 24.192
0.70 17.590 17.251 18.085 19.922 20.007 20.413 22.092
0.65 15.889 19.634 18.991 19.574 20.619 20.264 21.735
0.60 17.968 18.925 19.325 20.983 20.704 22.228 23.519
0.55 17.130 18.841 21.573 20.753 25.525 22.817 27.837
0.50 20.370 20.596 20.545 22.374 21.545 22.379
0.45 17.699 18.284 20.715 28.177 28.857
0.40 19.524 25.766 20.831 24.689
0.35 19.442 20.856 22.003 25.084
0.30 20.626 18.132 20.453
0.25 20.937 20.960
0.20 27.180 25.640
0.15 22.366 23.950
0.10 24.535
-0.20 27.136
-0.30 23.038
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Table B.25: The first of three tables detailing the ∂σ(Eν)/∂(KEπ) results from Fig-
ure 6.26 (10−41cm2/MeV).

bin low edge 500 600 650 700 750 800 850 900
375 1.590 1.962 2.439
350 1.319 1.922 2.351 3.098
325 1.965 2.726 3.398 4.219
300 1.691 2.708 3.807 4.305 5.023
275 1.616 2.784 3.700 4.608 5.459 6.779
250 1.374 2.413 3.431 4.741 5.595 6.621 7.504
225 0.693 2.392 3.364 4.435 5.612 6.670 7.855 8.666
200 1.398 3.189 4.311 5.755 7.110 8.558 9.519 10.259
175 1.928 3.840 5.241 6.365 8.374 9.788 10.226 11.431
150 2.616 5.295 6.952 8.032 8.973 10.084 11.637 12.902
125 3.382 5.741 7.277 8.761 10.635 11.282 12.445 14.847
100 3.832 6.600 8.977 10.614 11.758 12.835 14.452 15.746
75 4.272 7.083 9.075 10.580 12.336 13.625 14.848 16.074
50 3.764 5.923 7.517 8.597 9.819 11.032 12.080 13.418
25 2.216 3.533 4.422 5.079 5.821 6.681 7.401 8.001
0 0.672 1.038 1.332 1.683 1.712 2.144 2.529 2.588
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Table B.26: The second of three tables detailing the ∂σ(Eν)/∂(KEπ) results from Fig-
ure 6.26 (10−41cm2/MeV).

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
375 2.807 3.729 4.613 5.119 5.474 5.555 6.216 6.772
350 3.719 4.562 5.560 5.699 6.404 7.169 6.933 7.490
325 5.355 5.579 6.245 7.181 7.165 7.881 8.053 9.008
300 5.931 6.991 7.613 8.511 8.474 9.033 10.227 11.246
275 7.644 8.140 8.691 9.044 9.578 10.836 10.854 12.039
250 8.433 9.887 10.313 11.450 11.928 11.503 12.015 13.169
225 9.765 11.208 11.442 12.435 13.175 12.978 13.662 14.545
200 11.602 12.413 12.135 13.247 14.967 14.207 15.192 15.918
175 12.424 13.333 13.171 14.999 15.461 15.540 15.948 16.968
150 13.762 15.290 16.294 15.760 16.357 16.095 17.667 18.248
125 15.868 17.410 17.552 17.974 18.422 19.646 19.715 21.049
100 17.015 18.403 19.043 20.238 20.261 21.091 22.012 22.330
75 16.622 18.101 19.469 19.059 19.003 20.611 20.774 21.976
50 13.832 15.150 14.467 15.177 16.017 16.623 17.784 16.778
25 8.898 8.988 9.980 9.527 10.241 10.187 10.257 11.478
0 2.544 3.034 3.141 3.626 3.476 3.352 3.603 3.953

Table B.27: The third of three tables detailing the ∂σ(Eν)/∂(KEπ) results from Fig-
ure 6.26 (10−41cm2/MeV).

bin low edge 1350 1400 1450 1500 1550 1600 1650
375 7.382 7.715 8.186 8.737 9.026 10.002
350 8.476 8.050 9.688 9.862 10.554 9.662 11.594
325 9.576 10.368 11.344 11.416 12.168 11.746 12.591
300 11.119 11.076 11.951 12.491 14.079 13.195 15.057
275 11.293 12.349 14.624 13.722 14.552 15.562 13.816
250 13.083 13.815 14.339 15.168 17.079 16.521 17.585
225 15.674 16.244 15.628 16.630 18.085 17.916 17.969
200 16.539 17.021 18.070 18.233 18.278 20.475 19.120
175 18.105 17.403 20.113 20.715 19.250 20.015 22.985
150 18.693 20.371 19.131 20.486 22.697 23.181 20.613
125 20.671 22.141 21.384 22.833 24.818 24.999 25.691
100 22.771 23.218 25.310 25.909 25.920 27.105 27.879
75 22.844 21.720 23.506 25.308 24.698 22.489 25.582
50 17.516 17.741 18.878 19.239 18.985 19.411 18.558
25 12.342 11.186 11.262 11.725 11.914 13.108 12.585
0 3.958 4.244 4.552 4.126
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Table B.28: The first of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(KEπ) results from Figure 6.26.

bin low edge 500 600 650 700 750 800 850 900
375 21.601 19.008 19.524
350 22.864 19.517 18.002 18.422
325 19.170 18.575 18.088 17.753
300 18.722 17.018 18.050 17.500 17.131
275 19.825 17.251 17.059 16.780 15.712 16.843
250 19.728 18.022 17.248 15.496 15.066 14.467 15.569
225 19.683 17.080 16.679 16.090 15.162 14.447 14.349 14.075
200 17.621 16.495 15.726 15.102 13.683 13.654 14.153 13.596
175 16.787 17.523 15.966 14.121 12.494 12.451 12.050 12.174
150 15.848 15.065 13.712 12.793 12.761 11.722 11.167 11.748
125 16.587 14.906 11.554 10.881 11.366 10.926 10.460 10.707
100 14.389 12.125 10.495 9.437 9.654 9.601 8.720 9.399
75 11.841 12.041 10.078 10.264 10.170 11.338 10.498 11.757
50 13.317 11.947 11.163 12.061 12.380 11.530 12.725 12.421
25 12.117 13.586 11.881 12.028 14.278 12.744 13.053 13.268
0 14.695 20.311 18.489 16.527 14.231 17.868 17.317 19.245



282

Table B.29: The second of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(KEπ) results from Figure 6.26.

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
375 17.763 19.581 18.866 19.561 20.294 19.485 20.811 21.421
350 17.920 17.461 19.500 18.672 19.920 19.296 18.635 20.020
325 17.508 17.171 16.985 18.162 19.657 19.289 19.797 18.987
300 16.228 16.292 16.877 16.942 19.185 20.000 18.574 19.463
275 15.317 16.145 17.553 17.207 19.082 17.663 17.233 18.093
250 16.009 15.866 15.822 15.914 16.356 16.887 17.759 16.956
225 14.344 14.882 14.690 14.110 15.508 15.640 17.081 16.021
200 13.569 13.426 13.915 13.953 15.477 15.014 15.333 15.713
175 11.794 12.682 13.373 13.562 13.815 13.590 14.258 16.099
150 11.623 11.587 12.861 12.578 12.943 13.706 14.328 14.092
125 10.290 10.706 11.859 11.581 13.003 12.963 13.704 14.079
100 9.530 11.541 11.070 11.088 12.035 13.095 13.364 14.574
75 12.201 12.083 13.504 13.193 13.315 13.710 14.452 13.813
50 11.915 13.339 13.237 13.192 15.072 14.092 13.383 14.324
25 11.858 13.529 13.486 14.041 13.686 13.168 13.524 14.882
0 12.760 16.133 15.361 15.523 17.562 16.628 16.376 18.358

Table B.30: The third of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(KEπ) results from Figure 6.26.

bin low edge 1350 1400 1450 1500 1550 1600 1650
375 21.273 22.409 22.806 25.214 25.510 25.306
350 23.113 23.409 21.402 24.047 26.875 28.068 26.796
325 21.422 21.154 21.428 21.699 21.482 25.873 24.632
300 19.168 22.221 23.184 20.896 21.083 22.785 26.674
275 18.455 18.962 19.311 22.834 20.254 23.084 23.972
250 17.151 18.556 21.664 19.989 22.348 20.635 23.055
225 16.377 17.409 20.733 21.791 17.779 20.748 21.429
200 17.793 17.073 17.002 18.785 20.846 20.642 20.019
175 16.065 16.038 16.825 18.009 18.383 21.121 22.375
150 16.040 17.421 17.366 18.586 18.324 19.809 19.038
125 15.370 17.486 16.676 17.071 18.508 17.853 21.032
100 15.257 15.204 16.480 16.700 18.098 19.483 19.061
75 14.922 15.815 15.817 17.967 18.163 18.160 21.134
50 15.942 15.953 15.389 17.699 17.418 17.527 20.487
25 14.569 14.991 16.091 17.293 17.104 20.353 19.313
0 17.480 22.051 19.049 27.068
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Table B.31: The first of three tables detailing the ∂σ(Eν)/∂(cos(θπ,ν)) results from
Figure 6.29 (10−38cm2).

bin low edge 500 600 650 700 750 800 850 900
0.95 0.887 1.328 1.840 2.327 2.865 3.606 4.251 4.971
0.90 0.685 1.406 1.842 2.239 2.824 3.469 3.755 4.610
0.85 0.650 1.342 1.742 2.206 3.070 3.492 3.968 4.723
0.80 0.587 1.113 1.546 2.008 2.734 3.300 3.492 4.364
0.75 0.570 1.197 1.534 2.001 2.591 3.075 3.411 3.924
0.70 0.563 1.077 1.503 1.937 2.584 3.056 3.737 3.849
0.65 0.559 1.073 1.474 1.905 2.286 2.892 3.269 3.762
0.60 0.530 1.033 1.431 1.801 2.105 2.631 2.951 3.449
0.55 0.488 0.921 1.288 1.655 1.946 2.393 2.659 3.131
0.50 0.479 0.914 1.336 1.630 2.050 2.237 2.665 2.997
0.45 0.470 0.819 1.049 1.639 1.832 2.068 2.356 2.716
0.40 0.418 0.812 1.238 1.285 1.578 1.935 2.432 2.414
0.35 0.782 1.037 1.299 1.545 1.819 1.993 2.347
0.30 0.673 0.988 1.109 1.489 1.873 2.027 2.039
0.25 0.735 0.960 1.166 1.330 1.591 1.848 2.088
0.20 0.773 0.936 1.074 1.351 1.461 1.726 2.018
0.15 0.612 0.822 1.071 1.178 1.500 1.749 1.860
0.10 0.577 0.883 0.972 1.204 1.368 1.474 1.687
0.05 0.784 0.899 1.066 1.291 1.354 1.675
0.00 0.708 0.912 1.097 1.149 1.258 1.555
-0.05 0.595 0.849 1.029 1.059 1.249 1.491
-0.10 0.645 0.776 0.884 0.989 1.139 1.319
-0.15 0.620 0.640 0.833 0.975 1.100 1.203
-0.20 0.602 0.667 0.803 0.902 0.981 1.174
-0.25 0.567 0.681 0.777 0.843 0.988 0.994
-0.30 0.579 0.642 0.786 0.704 0.807 1.079
-0.35 0.555 0.676 0.739 0.935 0.901
-0.40 0.530 0.627 0.725 0.747 0.866
-0.45 0.391 0.601 0.617 0.717 0.769
-0.50 0.480 0.474 0.610 0.788 0.776
-0.55 0.506 0.594 0.609 0.759
-0.60 0.462 0.470 0.553 0.663
-0.65 0.476 0.544 0.609 0.621
-0.70 0.477 0.418 0.506 0.580
-0.75 0.497 0.542 0.594
-0.80 0.364 0.439 0.483 0.500
-0.85 0.495
-0.90 0.421 0.428 0.436
-0.95 0.426
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Table B.32: The second of three tables detailing the ∂σ(Eν)/∂(cos(θπ,ν)) results from
Figure 6.29 (10−38cm2).

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
0.95 5.386 6.335 6.708 7.464 7.978 8.578 9.153 9.487
0.90 5.426 6.273 6.528 7.083 7.901 8.474 8.418 9.656
0.85 5.090 5.915 6.304 7.016 7.422 7.741 8.185 8.960
0.80 5.013 5.745 6.324 6.441 6.840 7.710 8.240 7.999
0.75 4.877 5.369 5.767 6.171 6.378 7.059 6.978 7.638
0.70 4.496 4.854 5.188 5.520 5.852 6.023 6.599 7.369
0.65 4.190 4.252 4.996 5.142 5.454 5.796 5.928 6.908
0.60 3.786 4.431 4.431 5.036 5.165 5.245 5.424 6.334
0.55 3.479 3.844 4.161 4.388 4.442 5.027 5.406 5.637
0.50 3.222 3.829 3.726 4.164 4.308 4.343 4.816 5.179
0.45 2.849 3.465 3.645 3.954 4.067 4.169 4.270 4.720
0.40 2.905 2.953 3.308 3.287 3.654 3.732 3.894 4.173
0.35 2.550 2.914 3.138 2.990 3.455 3.515 3.997 4.018
0.30 2.644 2.742 3.015 3.126 3.029 3.321 3.532 3.832
0.25 2.160 2.672 2.705 2.752 3.094 3.001 3.124 3.237
0.20 2.164 2.400 2.597 2.782 2.743 2.541 2.915 2.967
0.15 1.838 2.225 2.262 2.484 2.434 2.519 2.974 3.031
0.10 1.787 1.929 2.051 2.178 2.510 2.350 2.464 2.650
0.05 1.785 1.606 1.975 1.982 2.255 2.259 2.310 2.667
0.00 1.547 1.670 1.848 1.777 2.241 2.065 2.257 2.344
-0.05 1.448 1.734 1.679 1.818 1.795 2.091 2.002 2.121
-0.10 1.389 1.467 1.533 1.586 1.527 1.680 1.660 1.756
-0.15 1.378 1.428 1.336 1.650 1.510 1.764 1.662 1.942
-0.20 1.138 1.430 1.394 1.350 1.485 1.623 1.525 1.715
-0.25 1.171 1.368 1.274 1.430 1.284 1.455 1.432 1.652
-0.30 1.194 1.181 1.196 1.178 1.575 1.315 1.670 1.141
-0.35 1.122 1.098 1.108 1.153 1.260 1.165 1.346 1.423
-0.40 0.946 0.919 1.069 1.078 1.130 1.154 1.232 1.394
-0.45 0.843 0.977 0.958 0.951 1.165 1.056 1.286 1.034
-0.50 0.847 0.796 0.857 1.097 0.934 1.113 1.029
-0.55 0.759 0.783 0.818 0.873 0.947 0.895
-0.60 0.679 0.679 0.874 0.784 0.828
-0.65 0.668 0.764 0.825 0.746 0.958
-0.70 0.617 0.720 0.690 0.831 0.829
-0.75 0.578 0.635 0.616 0.629
-0.80 0.562 0.642 0.613
-0.85 0.528 0.520
-1.00 0.462
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Table B.33: The third of three tables detailing the ∂σ(Eν)/∂(cos(θπ,ν)) results from
Figure 6.29 (10−38cm2).

bin low edge 1350 1400 1450 1500 1550 1600 1650
0.95 10.482 11.259 11.522 12.819 12.595 13.816 13.895
0.90 10.167 11.365 11.442 12.033 11.685 12.689 12.633
0.85 9.614 9.773 10.377 11.595 11.068 11.429 12.468
0.80 9.134 9.412 9.506 11.218 10.101 10.871 10.456
0.75 8.179 8.147 9.430 9.529 9.380 10.333 10.111
0.70 7.656 7.505 7.840 8.673 9.594 8.746 9.294
0.65 6.818 7.049 7.470 7.691 8.962 8.560 8.748
0.60 5.970 6.602 7.414 7.036 7.782 7.775 8.290
0.55 5.976 5.618 6.734 6.765 6.719 7.502 7.634
0.50 5.087 4.861 6.266 6.126 6.675 6.769 6.964
0.45 4.893 5.238 5.389 5.575 6.382 5.899 5.697
0.40 4.480 4.566 4.902 4.818 6.151 6.020 5.357
0.35 3.919 3.830 5.127 4.610 4.608 5.057 5.049
0.30 3.767 4.030 4.136 4.823 4.269 4.318
0.25 3.738 3.586 3.391 3.801 4.567 4.856
0.20 3.223 3.424 3.374 3.804 3.803
0.15 3.319 3.359 3.535 3.549 3.656 3.947
0.10 3.149 3.007 3.016 2.795
0.05 2.756 2.699 2.667 3.169
0.00 2.461 2.472 2.801
-0.05 2.214 2.363 2.151
-0.10 1.912 2.200 2.429
-0.15 1.829 1.809
-0.20 1.790 1.848 1.694
-0.25 1.637 1.571
-0.45 1.180



286

Table B.34: The first of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(cos(θπ,ν)) results from Figure 6.29.

bin low edge 500 600 650 700 750 800 850 900
0.95 20.800 21.207 19.474 19.201 18.895 18.122 16.699 16.917
0.90 18.967 18.988 16.236 17.222 16.654 16.545 15.227 15.027
0.85 19.489 16.300 15.433 14.651 13.409 14.128 14.058 13.898
0.80 16.290 16.580 15.040 13.471 13.525 13.348 12.640 13.502
0.75 18.086 14.676 13.157 13.043 13.151 12.602 12.690 12.223
0.70 17.478 14.420 13.150 13.853 11.450 13.207 12.237 12.106
0.65 16.210 15.517 13.913 14.038 12.978 12.215 12.977 13.077
0.60 17.359 16.770 13.955 13.918 12.847 12.259 12.652 12.939
0.55 17.660 14.355 14.581 14.988 13.483 11.948 13.246 14.258
0.50 16.180 19.315 15.304 15.303 12.986 12.177 11.917 12.947
0.45 16.298 17.041 13.759 13.166 14.087 13.851 12.895 14.462
0.40 16.384 16.523 14.726 14.938 14.346 13.936 12.477 12.441
0.35 15.984 16.993 14.887 14.696 14.388 12.559 13.042
0.30 18.035 13.963 14.068 14.125 14.897 13.739 13.116
0.25 14.755 14.470 18.782 14.232 14.024 11.309 13.558
0.20 16.824 15.679 13.807 13.371 12.336 13.718 12.535
0.15 15.882 14.697 13.824 12.867 12.684 11.958 13.124
0.10 17.732 16.090 13.997 14.247 14.467 11.671 13.540
0.05 14.677 16.455 13.869 11.261 12.437 13.194
0.00 14.587 12.530 15.142 14.072 12.761 13.906
-0.05 17.156 13.852 14.964 12.781 13.815 12.738
-0.10 16.273 14.778 13.884 13.875 14.524 14.786
-0.15 17.051 14.128 13.320 18.161 12.101 13.920
-0.20 15.636 15.881 14.497 15.319 12.027 14.941
-0.25 17.653 15.577 13.628 14.670 14.420 15.747
-0.30 17.725 14.969 15.136 14.855 13.553 18.395
-0.35 16.769 14.895 13.224 17.218 13.834
-0.40 18.577 15.322 13.683 14.038 13.010
-0.45 17.709 15.700 18.373 13.347 13.392
-0.50 18.763 14.369 16.229 16.960 15.573
-0.55 14.330 15.524 16.303 16.908
-0.60 16.402 19.220 16.240 14.162
-0.65 16.512 14.449 16.737 15.484
-0.70 17.846 15.541 14.645 17.339
-0.75 18.444 15.351 17.676
-0.80 16.701 20.162 16.938 18.860
-0.85 17.819
-0.90 20.697 20.327 19.404
-0.95 21.636
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Table B.35: The second of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(cos(θπ,ν)) results from Figure 6.29.

bin low edge 950 1000 1050 1100 1150 1200 1250 1300
0.95 16.708 16.332 16.857 16.282 16.860 18.255 19.049 19.484
0.90 14.562 15.800 15.481 15.824 15.989 17.203 16.919 17.619
0.85 13.181 13.528 14.148 14.607 15.282 15.273 15.891 16.903
0.80 12.614 13.820 14.173 14.063 15.363 15.481 16.689 16.648
0.75 12.995 13.384 13.331 13.425 15.449 15.760 15.831 16.972
0.70 12.674 13.654 13.664 13.292 14.814 15.127 15.741 16.867
0.65 12.728 12.958 13.413 14.498 14.998 15.428 16.220 15.801
0.60 12.471 13.096 13.992 13.686 15.680 15.814 16.033 17.309
0.55 12.930 13.163 14.563 14.060 14.792 15.766 15.561 17.585
0.50 13.136 12.517 13.769 13.052 14.162 16.276 15.750 16.611
0.45 13.590 11.135 13.097 14.075 15.425 15.383 15.358 16.141
0.40 12.836 13.331 13.686 15.040 15.398 15.589 15.712 16.498
0.35 13.257 13.460 14.270 15.470 15.359 16.076 15.815 19.169
0.30 15.411 13.411 13.128 13.719 13.742 15.095 19.068 16.496
0.25 12.943 12.821 13.778 13.467 15.147 16.463 14.505 15.669
0.20 12.811 13.807 13.920 13.908 13.594 16.702 16.864 16.411
0.15 15.168 13.892 13.516 13.479 13.714 14.988 16.018 16.652
0.10 14.084 13.284 13.033 14.087 14.767 15.174 15.536 16.255
0.05 14.049 11.838 13.075 13.315 14.339 15.961 17.466 17.845
0.00 13.379 13.650 13.555 13.650 13.833 16.616 16.785 14.872
-0.05 12.969 13.273 13.724 14.026 14.510 14.720 17.025 17.504
-0.10 13.266 12.765 16.012 13.431 14.936 16.789 17.301 19.092
-0.15 12.327 13.651 14.994 15.040 15.394 15.891 15.679 19.681
-0.20 14.157 13.334 14.936 14.348 14.537 16.398 17.113 20.666
-0.25 15.576 13.688 14.851 13.932 13.563 15.138 16.701 16.304
-0.30 16.067 15.975 14.777 17.564 15.004 16.726 16.445 17.771
-0.35 14.161 16.166 14.137 16.895 17.659 16.146 18.010 20.461
-0.40 11.845 14.154 15.560 16.499 16.390 17.905 17.652 20.326
-0.45 14.068 14.059 14.144 17.359 22.326 17.681 16.023 17.035
-0.50 14.436 12.985 18.857 16.799 16.876 19.008 16.386
-0.55 15.921 12.507 16.482 16.593 17.645 17.183
-0.60 15.674 16.074 16.322 17.028 16.049
-0.65 16.079 16.669 15.592 17.085 19.528
-0.70 16.237 17.996 17.720 22.815 17.828
-0.75 16.446 19.365 20.507 21.066
-0.80 17.192 19.459 17.447
-0.85 15.541 17.766
-1.00 17.241
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Table B.36: The third of three tables detailing the percent uncertainty of the
∂σ(Eν)/∂(cos(θπ,ν)) results from Figure 6.29.

bin low edge 1350 1400 1450 1500 1550 1600 1650
0.95 19.449 20.675 21.308 21.664 22.230 23.430 25.874
0.90 18.559 19.564 19.746 22.340 22.613 22.553 23.706
0.85 19.008 19.622 21.905 21.038 20.992 22.018 23.051
0.80 18.125 18.817 19.750 20.603 25.084 22.420 22.866
0.75 17.784 18.147 19.768 20.886 20.991 24.650 23.766
0.70 17.518 19.779 20.218 19.324 20.030 22.252 24.979
0.65 17.321 21.941 20.042 20.113 23.068 23.215 21.524
0.60 18.602 18.469 19.924 21.135 21.544 21.800 24.294
0.55 17.460 19.398 19.921 22.913 21.784 23.513 25.287
0.50 18.136 18.823 18.259 22.780 19.299 23.524 21.837
0.45 17.172 17.751 17.528 19.788 21.499 23.964 26.177
0.40 17.589 18.312 22.105 19.757 19.927 21.450 22.239
0.35 16.883 20.483 19.305 20.840 20.111 22.505 24.765
0.30 17.900 18.689 22.360 21.113 21.235 23.656
0.25 17.219 19.800 20.124 18.919 20.543 25.707
0.20 17.490 21.987 19.504 21.279 26.401
0.15 17.851 20.238 19.969 20.539 25.499 22.012
0.10 17.117 18.646 22.870 25.153
0.05 18.483 17.855 19.875 23.918
0.00 17.578 18.781 20.371
-0.05 17.337 19.203 24.658
-0.10 20.673 20.830 21.920
-0.15 16.747 18.932
-0.20 19.300 18.760 21.198
-0.25 18.081 19.458
-0.45 24.848
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Table B.37: The first of three tables detailing the ∂2σ/∂(KEµ)∂(cos(θµ,ν)) results from
Figure 6.32 (10−42cm2/MeV).

bin low edge 0 50 100 150 200 250 300 350
0.95 17.798 13.968 21.164 26.281 29.365 34.319 41.483 45.205
0.90 21.830 26.129 27.996 33.186 38.107 42.214 46.595 54.308
0.85 21.220 24.725 30.728 34.559 37.591 44.224 50.632 56.669
0.80 20.377 22.825 31.709 34.175 40.208 43.944 52.822 60.313
0.75 16.694 25.800 28.230 35.465 40.796 45.277 52.258 55.306
0.70 17.112 24.686 30.457 38.413 40.914 47.241 56.130 54.599
0.65 16.139 24.829 28.792 37.334 41.482 44.970 48.849 53.554
0.60 16.262 24.244 28.947 34.278 43.032 46.044 45.632 48.215
0.55 16.129 23.788 29.173 34.932 40.749 44.844 46.791 40.094
0.50 14.631 22.535 28.472 32.532 36.968 42.072 41.463 37.040
0.45 14.071 22.583 28.346 32.322 36.053 36.238 36.535 30.855
0.40 14.659 23.428 26.388 32.346 35.412 38.663 34.981 28.355
0.35 13.849 21.561 27.477 36.228 38.156 34.769 30.227 27.358
0.30 12.928 21.878 26.134 30.057 33.307 28.934 27.886 20.222
0.25 13.518 20.991 25.281 29.108 30.216 29.203 21.700 17.033
0.20 12.219 20.135 24.673 26.648 29.887 26.547 21.025 13.138
0.15 12.216 21.049 25.488 26.397 27.735 23.911 17.709 9.145
0.10 11.960 21.099 23.756 26.227 26.181 21.093 14.890 8.043
0.05 12.450 17.837 23.766 25.152 25.688 19.400 12.751 6.365
0.00 12.674 20.846 23.373 23.765 22.053 16.153 9.795 5.099
-0.05 12.150 19.586 23.252 24.252 19.009 13.294 7.181
-0.10 11.633 19.000 22.931 21.054 17.137 11.106 5.894
-0.20 11.676 18.404 20.568 20.001 16.109 9.864 4.876 2.448
-0.30 10.063 17.423 19.414 17.697 12.493 6.093 2.864
-0.40 10.411 17.217 16.879 14.862 9.498 5.523 1.950
-0.50 10.055 16.290 16.299 12.453 7.791 3.328
-0.60 9.228 14.794 14.556 10.602 5.742 2.508
-0.80 8.357 13.809 12.347 7.914 3.377 1.486
-1.00 5.975 9.696 7.910 4.108 1.504
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Table B.38: The second of three tables detailing the ∂2σ/∂(KEµ)∂(cos(θµ,ν)) results
from Figure 6.32 (10−42cm2/MeV).

bin low edge 400 450 500 550 600 650 700 750
0.95 50.062 57.570 60.914 63.030 65.862 68.693 70.577 73.235
0.90 58.905 64.431 71.462 70.470 71.978 72.455 65.354 64.490
0.85 66.737 66.021 67.521 69.549 69.693 67.506 54.151 50.242
0.80 59.280 62.355 64.548 58.949 54.518 53.013 44.318 36.734
0.75 57.055 56.394 57.130 50.728 43.139 35.489 32.112 25.552
0.70 56.319 52.308 50.791 41.468 34.152 27.743 21.773 14.918
0.65 47.087 43.503 37.563 29.397 23.620 17.033 14.444 9.865
0.60 49.090 39.284 29.860 23.715 16.107 11.381 7.825
0.55 35.430 32.490 23.624 16.098 10.471 6.228
0.50 32.347 25.587 15.477 11.626 7.179
0.45 25.079 17.896 12.601 8.098
0.40 21.937 14.788 8.701 5.265
0.35 17.001 11.995 6.821
0.30 12.226 8.108
0.25 10.323 6.184
0.20 8.416
0.15 5.710

Table B.39: The third of three tables detailing the ∂2σ/∂(KEµ)∂(cos(θµ,ν)) results from
Figure 6.32 (10−42cm2/MeV).

bin low edge 800 850 900 950 1000 1100 1200
0.95 69.351 60.842 59.787 56.517 48.687 43.415 26.724
0.90 58.081 56.950 49.551 44.935 37.239 25.639 11.287
0.85 46.050 38.861 33.634 25.846 18.525 11.770 5.132
0.80 32.725 23.404 18.083 14.240 8.540
0.75 18.242 13.005 9.033
0.70 11.700 8.753
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Table B.40: The first of three tables detailing the percent uncertainty of the
∂2σ/∂(KEµ)∂(cos(θµ,ν)) results from Figure 6.32.

bin low edge 0 50 100 150 200 250 300 350
0.95 17.996 18.718 19.846 23.435 25.199 24.280 21.122 20.058
0.90 18.488 17.231 19.710 19.034 18.817 18.467 18.316 17.124
0.85 17.909 16.867 18.360 18.534 18.457 17.230 17.381 16.388
0.80 17.482 16.954 16.877 17.489 16.912 16.223 14.718 14.893
0.75 18.243 16.243 16.988 16.308 16.394 14.959 14.807 13.831
0.70 16.620 16.900 15.300 15.669 16.043 14.986 15.124 16.306
0.65 18.683 15.481 16.708 15.857 14.306 14.161 14.676 15.051
0.60 18.118 16.341 17.159 15.934 13.888 14.057 15.072 15.161
0.55 16.072 16.340 17.222 15.037 15.169 15.348 14.933 15.037
0.50 18.106 16.595 16.371 16.427 15.400 14.519 16.506 15.705
0.45 18.800 15.690 14.765 14.591 15.711 14.661 15.370 14.925
0.40 17.134 15.441 15.397 15.260 14.997 15.660 16.777 16.408
0.35 17.005 16.049 14.855 16.377 17.671 16.213 16.496 19.219
0.30 17.577 15.581 15.303 15.215 16.631 15.852 15.645 16.652
0.25 17.583 16.122 14.761 14.611 15.382 16.261 17.325 19.068
0.20 17.995 15.677 16.306 14.944 15.732 16.648 17.434 19.007
0.15 17.236 16.454 15.170 15.345 15.748 17.824 19.641 19.267
0.10 18.402 17.394 14.911 15.140 17.172 18.373 19.498 19.637
0.05 20.004 16.405 13.268 17.333 19.057 19.094 21.752 21.587
0.00 17.251 16.275 16.144 16.010 19.025 19.172 19.469 31.547
-0.05 19.753 16.242 15.625 17.924 17.680 19.560 24.469
-0.10 17.281 15.144 16.982 20.840 18.041 21.548 22.819
-0.20 17.714 16.511 15.865 16.871 18.802 22.646 25.537 36.101
-0.30 16.755 15.373 15.790 17.424 17.918 20.049 24.975
-0.40 16.064 16.165 15.451 18.329 18.248 23.338 31.433
-0.50 18.915 17.256 15.380 19.157 20.566 22.999
-0.60 16.343 17.269 17.120 20.896 20.283 34.666
-0.80 14.380 17.883 20.755 19.489 20.374 24.729
-1.00 15.156 22.598 23.703 20.256 24.138
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Table B.41: The second of three tables detailing the percent uncertainty of the
∂2σ/∂(KEµ)∂(cos(θµ,ν)) results from Figure 6.32.

bin low edge 400 450 500 550 600 650 700 750
0.95 19.882 16.437 17.526 18.597 17.636 17.591 15.786 15.183
0.90 15.448 14.136 14.351 14.296 14.714 14.560 15.561 15.501
0.85 14.792 13.538 14.274 13.779 15.396 15.095 14.269 14.631
0.80 15.267 14.036 14.685 13.572 14.364 14.656 15.530 16.083
0.75 14.331 14.227 14.451 15.039 16.380 16.548 16.328 17.562
0.70 15.497 14.859 15.699 16.212 15.190 15.952 20.110 19.761
0.65 14.746 15.333 14.723 15.059 16.197 15.733 19.057 23.664
0.60 17.033 15.933 15.841 16.233 21.435 20.490 21.892
0.55 14.612 17.874 19.083 17.791 23.763 27.331
0.50 16.970 18.656 18.758 25.079 22.939
0.45 17.546 17.822 17.585 25.201
0.40 17.285 17.618 24.370 35.067
0.35 21.757 23.340 25.452
0.30 21.514 25.719
0.25 22.044 28.761
0.20 24.499
0.15 22.600

Table B.42: The third of three tables detailing the percent uncertainty of the
∂2σ/∂(KEµ)∂(cos(θµ,ν)) results from Figure 6.32.

bin low edge 800 850 900 950 1000 1100 1200
0.95 16.621 19.487 19.344 18.284 17.675 16.207 19.763
0.90 14.620 14.986 14.215 16.774 17.411 18.902 25.094
0.85 15.476 17.286 18.232 18.897 19.718 23.582 30.520
0.80 16.468 17.215 21.763 24.733 30.434
0.75 17.413 21.381 29.104
0.70 23.359 30.077
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Table B.43: The first of three tables detailing the ∂2σ/∂(KEπ)∂(cos(θπ,ν)) results from
Figure 6.35 (10−41cm2/MeV).

bin low edge 0 25 50 75 100 125
0.95 1.536 2.674 3.991 5.145 6.514
0.90 1.391 2.628 4.475 5.647 6.998
0.85 1.432 3.036 4.636 6.605 7.993
0.80 1.776 3.112 4.554 6.541 8.347
0.75 1.612 3.346 5.047 7.108 9.074
0.70 0.690 1.645 3.533 5.612 7.701 9.054
0.65 1.900 3.657 6.028 8.414 9.315
0.60 0.720 1.878 3.759 6.333 8.312 9.268
0.55 1.956 3.657 6.214 8.690 9.210
0.50 2.206 4.427 7.080 8.725 8.654
0.45 2.053 4.133 6.806 8.691 9.177
0.40 0.841 2.360 4.392 7.041 8.296 8.352
0.35 2.122 4.779 6.840 8.312 8.430
0.30 2.398 4.648 7.179 8.574 7.465
0.25 2.310 4.851 7.509 8.578 7.581
0.20 2.599 4.971 7.391 8.732 7.080
0.15 0.809 2.860 5.417 7.522 8.113 7.444
0.10 0.855 2.810 5.120 7.578 7.414 6.424
0.05 0.711 2.737 5.236 7.009 7.826 6.160
0.00 0.922 2.865 5.300 7.061 7.160 5.515
-0.05 0.987 2.932 5.200 7.159 6.782 5.139
-0.10 0.848 3.072 5.029 6.855 5.902 4.461
-0.15 0.809 3.124 5.539 6.947 5.885 3.681
-0.20 0.961 3.168 5.059 6.525 5.556 3.741
-0.25 0.998 3.169 5.223 6.351 5.064 3.385
-0.30 0.969 3.275 5.133 6.223 4.800 2.857
-0.35 0.995 3.202 5.300 5.909 4.276 2.672
-0.40 1.115 3.242 5.000 5.522 3.763 2.173
-0.45 1.179 3.202 4.786 4.800 3.110 1.887
-0.50 1.097 3.285 4.944 4.517 3.340 1.769
-0.55 1.152 3.377 4.595 4.451 2.580 1.645
-0.60 1.064 3.319 4.720 3.845 2.427 1.402
-0.65 1.117 3.281 4.418 3.731 2.261 1.144
-0.70 1.166 3.178 4.177 3.312 2.213 1.128
-0.75 1.094 3.243 3.789 3.039 1.688 1.036
-0.80 1.156 3.076 3.784 2.973 1.527 1.058
-0.85 1.269 3.056 3.562 2.654 1.469
-0.90 1.208 3.061 3.481 2.382 1.300
-0.95 1.139 3.031 2.981 1.940 1.458
-1.00 1.201 3.216 2.955 1.702 1.211
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Table B.44: The second of three tables detailing the ∂2σ/∂(KEπ)∂(cos(θπ,ν)) results
from Figure 6.35 (10−41cm2/MeV).

bin low edge 150 175 200 225 250
0.95 7.873 8.947 10.435 10.970 10.258
0.90 8.427 9.631 10.198 10.106 10.145
0.85 9.578 9.997 10.829 10.153 9.420
0.80 9.110 9.862 9.642 9.255 8.550
0.75 9.630 9.100 9.152 8.695 7.986
0.70 9.139 9.666 8.991 8.316 7.557
0.65 9.265 8.669 8.360 7.760 6.636
0.60 9.342 8.517 8.478 7.164 6.061
0.55 9.048 7.832 7.404 6.215 5.565
0.50 8.497 7.549 6.449 5.747 5.148
0.45 7.545 6.876 6.034 5.091 4.216
0.40 7.629 6.347 5.511 4.586 3.638
0.35 7.070 6.014 5.020 3.847 3.217
0.30 7.013 5.715 4.516 3.491 2.722
0.25 6.425 5.398 3.837 2.759 2.467
0.20 6.001 4.467 3.635 2.828 2.081
0.15 5.323 3.899 2.921 2.065 1.721
0.10 4.606 3.653 2.363 1.813 1.703
0.05 4.384 2.955 2.333 1.681 1.432
0.00 3.872 2.585 2.069 1.834 1.163
-0.05 3.243 2.258 1.729 1.428
-0.10 3.021 1.879 1.582
-0.15 2.439 1.699 1.489
-0.20 2.233 1.540 1.239
-0.25 2.105 1.417
-0.30 1.605 1.246
-0.35 1.499 1.061
-0.40 1.530
-0.45 1.325
-0.50 1.156
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Table B.45: The third of three tables detailing the ∂2σ/∂(KEπ)∂(cos(θπ,ν)) results from
Figure 6.35 (10−41cm2/MeV).

bin low edge 275 300 325 350 375
0.95 10.643 9.606 8.276 6.901 6.195
0.90 9.364 8.854 7.767 6.488 5.541
0.85 8.728 7.743 6.851 5.644 4.855
0.80 7.750 7.112 6.113 5.512 4.484
0.75 7.385 6.491 5.446 4.412 4.318
0.70 6.421 5.607 4.306 4.003 3.426
0.65 6.026 4.908 4.296 3.306 3.052
0.60 5.115 4.134 3.565 3.198 2.594
0.55 4.760 3.630 3.169 2.454 2.237
0.50 3.867 3.354 2.741 2.113 2.098
0.45 3.390 2.727 2.384 2.053 1.726
0.40 2.633 2.288 2.013 1.665 1.442
0.35 2.636 1.993 1.702 1.543
0.30 2.053 2.203 1.537
0.25 1.943 1.479 1.227
0.20 1.610
0.15 1.590
0.10 1.488
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Table B.46: The first of three tables detailing the percent uncertainty of the
∂2σ/∂(KEπ)∂(cos(θπ,ν)) results from Figure 6.35.

bin low edge 0 25 50 75 100 125
0.95 19.098 17.068 15.740 15.130 17.074
0.90 23.775 15.252 15.324 14.774 15.101
0.85 16.540 17.527 11.069 13.621 13.889
0.80 17.630 17.426 12.517 12.406 12.805
0.75 20.075 14.402 13.476 11.649 12.912
0.70 20.544 17.261 13.509 12.711 12.829 12.698
0.65 16.149 16.057 13.835 13.657 13.241
0.60 27.079 16.051 15.458 14.096 12.146 13.542
0.55 22.156 14.021 15.206 12.799 15.013
0.50 15.424 13.524 13.637 13.791 14.396
0.45 17.041 15.275 14.221 13.649 13.636
0.40 24.671 15.936 13.865 13.091 14.465 14.668
0.35 16.360 14.020 13.460 13.940 15.743
0.30 14.984 12.993 13.613 15.030 15.627
0.25 13.195 11.814 13.845 13.921 15.423
0.20 14.152 13.914 13.527 14.739 14.422
0.15 16.979 14.294 14.212 13.375 14.238 14.125
0.10 20.960 14.935 14.337 12.754 14.253 16.484
0.05 13.604 13.263 12.816 13.765 15.346 15.649
0.00 24.008 14.995 14.962 13.238 14.414 14.677
-0.05 19.241 14.070 13.665 12.845 14.334 14.704
-0.10 17.709 15.715 11.476 13.680 13.484 16.292
-0.15 18.348 14.764 15.253 13.727 15.685 15.813
-0.20 16.851 12.429 12.587 14.212 14.450 15.123
-0.25 18.077 14.919 13.117 14.574 18.040 16.290
-0.30 19.836 13.843 13.346 16.043 15.038 14.457
-0.35 16.966 13.812 14.814 17.566 14.352 15.343
-0.40 17.018 13.196 13.549 15.165 14.898 17.673
-0.45 18.866 13.810 13.966 14.493 18.684 16.323
-0.50 14.809 13.065 13.832 13.469 14.146 16.727
-0.55 16.436 15.309 12.889 13.770 13.580 17.198
-0.60 19.470 13.306 14.508 14.770 16.957 17.436
-0.65 18.176 12.493 15.286 16.694 16.714 16.433
-0.70 15.156 12.263 15.037 17.161 20.494 20.825
-0.75 14.807 11.543 14.148 18.383 19.990 19.919
-0.80 14.759 12.400 16.590 21.048 19.793 25.052
-0.85 14.483 12.227 14.396 19.111 20.196
-0.90 20.409 13.433 15.263 18.445 25.167
-0.95 15.132 12.751 14.961 17.030 23.027
-1.00 17.440 14.483 17.662 20.686 26.851
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Table B.47: The second of three tables detailing the percent uncertainty of the
∂2σ/∂(KEπ)∂(cos(θπ,ν)) results from Figure 6.35.

bin low edge 150 175 200 225 250
0.95 17.142 16.913 16.948 17.222 18.863
0.90 14.987 16.047 15.782 17.239 17.868
0.85 13.209 13.734 15.297 16.067 17.078
0.80 14.042 14.426 15.217 15.776 17.222
0.75 13.339 14.984 16.180 16.071 17.043
0.70 14.544 15.454 15.102 16.910 16.928
0.65 13.572 15.483 14.624 15.725 16.093
0.60 13.465 15.547 15.609 16.401 18.917
0.55 14.691 16.061 18.573 17.768 18.322
0.50 15.156 16.907 18.377 16.456 17.692
0.45 16.064 16.744 17.545 17.288 19.448
0.40 15.240 15.066 17.947 19.210 20.513
0.35 15.303 15.274 18.283 17.978 19.382
0.30 16.283 16.798 18.020 17.422 19.188
0.25 14.909 16.540 19.075 18.775 18.791
0.20 14.982 17.111 18.247 19.524 18.904
0.15 15.864 16.394 18.031 17.435 21.418
0.10 16.098 15.449 17.980 19.061 20.913
0.05 16.433 15.871 15.697 20.920 19.639
0.00 15.331 15.604 19.690 21.116 21.897
-0.05 15.297 16.087 18.882 20.257
-0.10 17.375 18.762 19.650
-0.15 19.895 17.441 20.828
-0.20 16.283 18.443 21.728
-0.25 16.943 19.278
-0.30 20.128 19.211
-0.35 21.054 20.422
-0.40 22.146
-0.45 20.188
-0.50 19.318
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Table B.48: The third of three tables detailing the percent uncertainty of the
∂2σ/∂(KEπ)∂(cos(θπ,ν)) results from Figure 6.35.

bin low edge 275 300 325 350 375
0.95 20.074 20.251 21.692 21.603 22.148
0.90 19.192 19.092 19.178 20.799 21.193
0.85 17.830 19.321 18.438 18.793 19.840
0.80 19.749 18.857 19.279 19.347 19.160
0.75 17.063 18.930 18.546 20.084 19.059
0.70 17.220 19.128 18.398 18.636 19.801
0.65 16.810 17.379 21.202 19.197 21.029
0.60 18.157 19.912 19.231 20.101 21.455
0.55 17.878 19.300 19.778 20.640 21.644
0.50 18.308 19.868 21.849 21.849 19.619
0.45 20.392 19.711 21.216 20.511 21.486
0.40 19.679 19.490 21.785 24.972 25.029
0.35 21.338 22.529 20.548 24.372
0.30 20.324 21.019 23.361
0.25 23.067 21.823 25.748
0.20 21.936
0.15 20.165
0.10 27.356


